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EXECUTIVE SUMMARY

The economic crisis that started in 2007 draws new attention to the financialization of the economy and in particular to the concept of debt. Simultaneously, rising energy and commodity prices are yet another indication for concern about a growing population, emissions and resource exploitation that is burdening the Earth. Those researchers that bring these two trends together claim that it is in particular the nature of the money system that hinders or even prevents sustainable development by causing an inherent tendency towards inequality, a growth imperative, and an unsustainable debt burden. This thesis aims to evaluate these claims. It provides an extensive overview and analysis of the relevant literature, followed by the application of economist Steve Keen’s model of the role of money in a simple credit economy. It is used to test whether the money system is viable and/or has inherent mechanisms that hinder sustainable development. Both methods aim to be a springboard from which further research can be undertaken as this remains a topic alive with uncertainty.

Part I considers the concept of ‘sustainable development’. A clear definition is needed before analyzing the effects that the money system has on it. Three pillars are outlined: human, environmental, and economic sustainability. Empirical evidence reveals negative trends in each of the pillars – a cause for concern. Economic inequality is found to be a reasonable indicator of human sustainability, the existence of a growth imperative is shown to reflect a lack of environmental sustainability, and economic sustainability is defined as an efficient and resilient economy.

Part II introduces money and the money system. Again, a definition is formed, followed by a literature review on the origins of money. Money has always been somebody’s debt. Debt incurred by various parties: individuals, religious institutions, and the State has circulated and been saved as money. Economic thought however has allocated changing roles to money: from money neutrality (no effect on the economy) to the view that it has significant economic effects because of its flipside – credit. Debt and credit are sides of the same coin, enabling investment and economic growth as well as inflation and asset price bubbles. There remains a controversy between the ‘new’ school of thought concerning money that explicitly judges money as endogenously created commercial bank debt, and the ‘old’ school that adheres to the traditional fractional reserve multiplier model of money (creation). The ‘new’ view, adhered to by Post-Keynesians amongst others, is found to explain the economic events of the past decades better. It implies, however, that there is less public control over the money supply than traditionally thought, that the entire money supply is interest-bearing bank debt which is associated with short-termism, and, that it is in the interest of individual banks to concentrate, thus reducing the level of competition in the sector.

Part III applies the mentioned model, which incorporates the ‘new’ view with a simple model economy. It reveals that the money system is viable and does not impose a growth imperative. However, it does have inherent tendencies towards a growing debt burden and the associated economic growth or inflation because it facilitates private incentives to borrow in expectation of higher future capital income more easily. While the resulting economic growth has negative effects on the environment (Part I), the model also reveals that this is not economically sustainable as in the long-run the growing debt burden becomes unserviceable. This collapse is associated with rising unemployment and a growing share of income allocated to banks arguably making it socially unsustainable as well. In the model, it can be avoided if a portion of the money supply does not originate from bank loans (‘bank debt free’ money), if there is more competition in the banking sector (lower interest margins), lower levels of investment (investment is partly debt financed), or if a steady-state economy is imposed (no population or labor productivity growth). In sum, whilst I find no mechanical tendencies in the money system that hinder sustainable development, it is a system that, given individual incentives and lack of appropriate government intervention, favors short-term private interests over long-term society-wide progress. This stimulates a concentration of economic control, that sits uncomfortably with most definitions of sustainable development.
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Global society is facing three very distinct but closely related crises: a financial crisis, an environmental crisis, and an energy crisis. Despite the popularity of threatening books such as *The Limits to Growth* (Meadows, 1972) and *Our Common Future* (WCED, 1987), advocates of sustainability over the past century have not succeeded in developing a sustainable society. A quick look at historical statistics reveals a still growing stock of debt in the UK, and a growing global population, carbon dioxide emissions, and (non-renewable) energy use (Figure 1).

This introduction commences with a definition of sustainable development, followed by empirical evidence that reveals a lack of a sustainable economy and society. From this broad perspective, I delve into the money system, to be interpreted as what money is in our current economy, and how it is brought into circulation. An overview of research investigating the relationship between our money system and sustainability presents the research context within which this thesis finds itself. Finally, an outline of the chapters to come, together with the basic approach applied provides more detail on the basic structure of the thesis:

1. Sustainable development;
2. The money system;
3. The relationship between the money system and sustainable development.

### 1.1. Sustainable development.

Roosevelt in 1910 already stated that “the nation behaves well if it treats the natural resources which it must turn over to the next generation increased, and not impaired, in value” (Roosevelt, 1910). This requires keeping the total value of capital intact, similar to the definition of income by Hicks (1939) where income is what you can spend this month if you keep the same amount of spending next month. Sustainability is most commonly defined as “development that meets the needs of the present without compromising the ability of future generations to meet their own needs” (WCED, 1987). In this thesis, I will adhere to this definition of sustainable development. It implies equity, fairness, and social coherence in the form of a just distribution of resources and opportunities across space and time. However, in addition to this internal sustainability, the definition also requires external sustainability: we must live within ecological bounds and at the same time build up an efficient and resilient society to be able to remain within these natural limits. It requires a stabilization of the natural and human system, as opposed to an overshoot and collapse. One can
characterize such a societal lifestyle as one in which there is ‘human dignity’ (van Egmond and de Vries, 2011).

History, however, reveals society is characterized by great instability with yearly economic or financial crises across the world (Reinhart and Rogoff, 2008). The recent events of the 2007-2008 financial crisis have exposed the related exorbitant gains for some, and vast losses for others – across geographic boundaries, population groups, and generations. One can fairly say that even current needs cannot be met as homes are foreclosed and unemployment rises. Figure 2 gives an indication of the increase in unemployment associated with a variety of past crises.

Figure 2. Increase in Unemployment During Selected Crises (Lietaer et al., 2012).

Unemployment increases on average by about 7% during a financial or economic crisis. Some crises will be more severe than others, and some localities will be hit harder than others. For comparison, the current crisis has increased the unemployment rate in the UK from about 5.5% to about 8.5%, a rise of 3% (ONS, 2012). In the United States (US), the rate increased by about five percentage points from 2007 to the peak of the crisis in 2009 (BLS, 2013). Compared to Figure 2 this is below average, and yet it has caused political turmoil and uncertainty. Crises also increase poverty levels, result in a loss of output, and increase public debt as well as taxpayer costs (Lietaer et al., 2012). Currently, Europe and the US are experiencing increased poverty, a drop in bank lending, falling house prices, and stagnating economic growth (European Commission, 2009).
Table 1 shows the output losses, public debt increase, and fiscal costs associated with past financial/economic crises.

<table>
<thead>
<tr>
<th></th>
<th>Direct Fiscal Cost</th>
<th>Increase in Public Debt</th>
<th>Output Losses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Old Crises (1970-2006)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advanced economies</td>
<td>3.7</td>
<td>36.2</td>
<td>32.9</td>
</tr>
<tr>
<td>Emerging markets</td>
<td>11.5</td>
<td>12.7</td>
<td>29.4</td>
</tr>
<tr>
<td>All</td>
<td>10.0</td>
<td>16.3</td>
<td>19.5</td>
</tr>
<tr>
<td><em><em>New Crises</em> (2007-2009)</em>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advanced economies</td>
<td>5.9</td>
<td>25.1</td>
<td>24.8</td>
</tr>
<tr>
<td>Other economies</td>
<td>4.8</td>
<td>23.9</td>
<td>4.7</td>
</tr>
<tr>
<td>All</td>
<td>4.9</td>
<td>23.9</td>
<td>24.5</td>
</tr>
</tbody>
</table>

* Includes Austria, Belgium, Denmark, Germany, Iceland, Ireland, Latvia, Luxembourg, Mongolia, Netherlands, Ukraine, United Kingdom and United States.

Table 1. Direct Fiscal Costs, Increase in Public Debt, and Output Losses Due to Selected Crises (Laeven and Valencia, 2010).

Note that the ‘new crises’ denoted in the table do not yet consider the latest data, and therefore the direct fiscal costs, increase in public debt and output losses will be different than presented here. Also, ‘All’ includes more than the advanced and emerging market economies, these are there for individual illustration. We already see higher direct fiscal costs for advanced economies in the recent crisis than past crises. The increase in public debt given here for the new crises in advanced economies is lower than the old crisis, but a better judgment of this requires newer data that considers the full costs of the public interventions in the financial sector that have occurred recently. Furthermore, as also revealed in the unemployment statistics above, output losses until 2009 were not as dramatic as in previous crises. Ultimately, a full analysis of this however can only be done once the crisis is over. Nevertheless, there are clear negative effects of financial and economic crises.

In terms of the state of the planet, we see the crisis has resulted in greater investments in natural resource based commodities (Buiter, 2007; Buscher, 2011) such as oil and grain, as investors shy away from traditional financial products when a recession hits and rather invest in commodities (Gorton and Rouwenhorst, 2006). The buildup of debt indicated optimism that future economic growth could continue unchecked despite various natural resource ‘peaks’ being reached. The economy did indeed continue to prosper for the largest portion of recent decades. Economists such as Romer (1986) applied endogenous growth models to try to explain the rising growth rates of developed countries and lack of convergence to a steady-state growth rate that Solow (1956) had predicted. However, in a finite world with imperfect substitutability between natural, human and physical capital, a belief that this material growth can continue forever is not sustainable (Daly, 1977). And in a credit economy, such as the one that exists today, it is uncertain whether debt build-ups are avoidable, and whether an economy with controlled growth is possible.

Meanwhile, the International Energy Agency (2011) has estimated that globally about US$1 trillion is estimated to be needed per year until 2035 to make the transition to a more renewable and secure energy system. This global change will involve high-risk projects with much uncertainty and of which the benefits often only materialize in the long-term. The financial sector plays a critical role in these decisions, and before one can attempt to steer society in a more sustainable direction, it is important to ensure the foundation is strong, efficient, and neutral. Otherwise, we may be trying to ‘row
upstream’. So far, the current crisis has revealed that when the financial sector is in bad shape, and not geared towards sustainability, society follows. This motivates the investigation into what influence our financial system has on the (im)possibility to develop sustainably. In this thesis I focus this one step further, from the financial system to a very specific and fundamental part of it: its role in creating our money supply. Although we will see in later chapters that the sector’s role in money creation influences their capability to do the following, this is distinct from an analysis of the nature of the investment decisions and credit allocation function of the financial sector.

1.2. The money system.

I interpret ‘the money system’ as the form that money takes, and the way it is brought in to circulation. The standard approach to this system, as discussed in almost all economic textbooks, is that central banks control the money supply by means of their base money, which banks can expand by means of the money multiplier model (Mishkin, 2009). However, new arguments claim money is based on credit, created by commercial banks and brought into the economy endogenously at the demand of the market (Wray, 1998). A greater demand for money hereby increases credit, of which debt is the flip-side. This strand of thought judges the money we utilize on a day to day basis, as bank debt, and thus for almost every Pound, Euro, or Dollar in existence someone has to go into debt with a bank. We will see that money as debt is nothing new, but that in the evolution of this form of money, the banking system has gained an increasingly important role in our payments system as compared to the State. In this process, it has also become more relevant for sustainability because of its role in deciding where new money (purchasing power) enters the current economic system first.

1.3. Transmission mechanisms linking our money system to sustainable development.

A number of different negative effects that our money system may have on society and sustainable development exist. These are considered as transmission mechanisms between the nature of money and (un)sustainable development. The number of transmission mechanisms has not been established beforehand; the goal of this research is to determine these. I present here some initial channels of influence that have been proposed by other researchers to provide an initial context for this thesis. These will be organized and consolidated afterwards, and investigated in Part III of this thesis.

Understanding what money is today and its effects on society is not straightforward. There are various debates occurring at the moment surrounding this subject: politically, academically, in the media, and also in more popular or unorthodox circles (see for example the documentaries Money as Debt, the Money Masters, and Zeitgeist). This has historically also been the case, especially in the US where the struggle over who controls the money supply has been an ongoing affair since the nation’s inception (see Zarlenga, 2002 for more). Today, think-tanks across the world such as the British New Economics Foundation and Positive Money, the Dutch Economy Transformers, and American Monetary Institute, attempt to illustrate how the modern money system is fraught with mechanisms which prevent sustainable development. Individuals from a broad spectrum of disciplines have similarly presented their conviction that our money system hinders sustainability: Lietaer (2001) in The Future of Money, Creutz (2010) in The Money Syndrome, Martenson (2011) in his crash course on the subject, and Robertson (2012) in Future Money. The importance of money in our society makes this a natural result, especially during times of crisis. The role of the financial sector in the recent crisis has turned the spotlight on the workings of this industry, and their main medium – money. The lack of agreement and clarity in the academic literature on the various elements of the money
system has also enhanced public suspicions. When people started asking questions and bankers, politicians and academic could not answer, protestors took to the streets.

The main theory upon which most of the following arguments are based is that the current money supply is created for the largest part by commercial banks, as bank debt. This will be considered in depth in Part II. Research in this direction has been strongly influenced by Post-Keynesian theory (Moore, 1979; Wray, 1998; Godley, 1999; Keen, 1995), and in particular work by economist Hyman Minsky (1982), and his Financial Instability Hypothesis. The economy is understood as a credit economy, with a money system based on commercial bank credit creation. The private incentive to expand the money supply, and thus the stock of debt, in the hope of higher current or future income is hereby enabled. This results in asset speculation and ponzi pyramid-like schemes where more money (debt) is needed to service the debt. Bank credit has indeed been found to be a primary promoter of speculative activities (Hasan, 2008), limiting sustainable economic growth by allocating resources unproductively. Keen (2012) claims that the complementary lack of control of the money supply by the central bank and/or government magnifies non-productive investments, which only accelerate debt and asset price bubbles. Bezemer (2012) adds that the result is an extraction of real resources from those in debt, passed on to creditors – the banks, in the form of interest payments. He claims that since the early 1980’s, the drain of money from the real economy to the financial sector for servicing loans and other financial obligations has become three to four times as large.

Ryan-Collins et al. (2011) argue that by allocating credit, commercial banks affect the money supply and decide on the first distribution of money in society, potentially shaping economic activity. Positive Money (2012) also claim that because commercial banks create the money we use by means of loans, they have the power over it, as they decide who has access to it by means of deciding who receives a loan. They argue that this decision is made according to the private returns of a project (a private discount rate), which due to the externalities involved makes investment in long-term social projects less likely. Brunnhubber et al. (2005) propose that short-term investments are promoted in the current money system because interest must be paid over all money that is loaned into circulation, making short-term investments significantly cheaper than long-term ones.

Robertson (2012) argues that the search for high returns associated with these interest rates results in natural resource extraction as here the true costs are not born by the investor – externalities are abundant in this industry. Furthermore, the servicing needs (interest) associated with an increasing stock of debt in this credit economy may push the need for growth, a concept known as the growth imperative (Binswanger, 2009). Economic growth is claimed to always have been complemented by environmental degradation (Jackson, 2009), thereby preventing sustainable development.

Like many other popular critics of the money system, Sorrell (2010) claims that a growth imperative is induced by the money system because society received less money (the principal of a loan) than that they have to pay back (principal + interest). He argues this forces society to generate an ever-increasing income flow, and results in a need to accumulate “more and more debt to finance economic growth, and we need more future growth to repay the debt” (Daly, 2011). The New Economics Foundation and Positive Money claim that this need for extra money requires the production and sale of extra goods and services, and thus greater use of resources and pollution (Huber and Robertson, 2000; Positive Money, 2012). The requirement to grow and pay interest, may induce agents to monetize and liquidate the natural capital still available as unused resources, or to
grow in productivity. However, total factor productivity in the OECD only grows at an average of 1.006%, including energy (Murillo-Zamorano, 2003). This would result in a pressure to grow by using greater stocks of resources, natural as well as human.

Banks generally also lend against collateral and securities (Blazy and Weill, 2006), which are collectable and marketable (monetized) so that if there is a default, they do not make a full loss. This would favor loans for items such as houses and already discovered natural resources while investment in future inventions and profits, as needed for the transition to sustainability, are less secure under these criteria. It may also encourage lending to firms of individuals that are already better off, because their credit worthiness is higher or because they have more collateral. A bank may find it easier, safer, and more profitable to fund one large project than many small ones (Brunnhuber et al., 2005).

This questions whether the current money system encourages preferential attachment in terms of wealth and income. Greco (2001) argues that in the current money system, money does not go to those who need it most but to where there is most power and wealth already. Robertson and Huber (2000) add that money concentrates in the banking sector without merit due to the seigniorage obtained when creating money. While the seigniorage that a central bank earns on securities against notes issued is turned over to the national Treasury (Hasan, 2008), Robertson and Huber (2000) claim that seigniorage earnings of commercial banks are much larger: in the UK about £21billion/year.

Interest is another way in which this preferential attachment mechanism may occur. The effect of charging interest is a reoccurring theme in connecting sustainability and money, also central to for example Islamic economic research (Meera and Larbani, 2009). Historical arguments opposing this mechanism also exist. Hudson (2004) describes how in pre-capitalist societies such as those of the Sumerians, Babylonians and Hebrews, a natural concentration of money to a wealthy few induced rulers to impose a debt jubilee. This restored the distribution of wealth to its original state, in an attempt to avoid political unrest. The degree to which the money system alters the allocation of income in this way is investigated by Creutz (2010). He argues that capital owners and other individuals that hold a portfolio of investments are claimed to receive benefits of this system in the form of interest payments. Creutz finds that only a tenth of German households obtain positive interest benefits, while all lower percentiles only have interest costs (Figure 3). Note that a large portion of this interest that is paid is included in the price of products.
In this situation, the purchasing power of the top class that receives the associated income increases automatically, giving them more power over the direction society goes in: whether investments are made in renewable energy and public facilities, or in “yachts, expensive houses and other lavish back-up all over the world” (Robertson, 2012). Statistics reveal that the top 10% of UK society is gaining substantially in income, while the bottom 10%’s share of income is decreasing (Figure 4).

**Figure 3.** Household Expenditures, Interest Burdens and Returns in Germany 2000 (Creutz, 2010).

**Figure 4.** Share of Total Wage Bill of Top and Bottom Deciles (Bell and van Reenen, 2010).
These are average figures across all industries. However, Bell and van Reenen (2010) find that an important reason for the increase in the wage earnings of the top 10% are due to financial sector salaries. Using the Annual Survey of Hours and Earnings in the UK, they find that 60% of the increase in wages of the top 10% of workers in the UK between 1998 and 2008 accrued to financial sector employees, while in 1998 only 12% of the top decile worked in finance. Table 2 gives the percentage point change in the share of the aggregate wage bill for the given industry and percentile in the UK. For example, in the row ‘All Workers’, one finds that the top 10% increased their share of the total wage bill by 3% points of which most was due to the 1.8% point increase in the top 1%.

The share of the financial sector in total wages of the highest earning 10% increased by 2.2% points, followed by a closely related industry, business services, which saw a 1.6% point increase in its share of the wage bill. Health services follow with a mere 0.7% point increase. In finance, the bulk of the 2.2% point increase is due to an increase in the highest percentile of wage earners. Part I will consider these trends further, as for example increased productivity in the sector may validate these differences. Nevertheless, we see that in addition to there being a potential effect of money on the direction of monetary flows for investments, there may also be a link between money, the financial sector / commercial banks, and rising income inequality.

### 1.4. Researching the link between the money system and sustainable development.

The claims in the previous section can be categorized into three main potential channels of influence of money that may hinder sustainable development. First, a debt-with-interest-based money system may result in an inequitable distribution of resources due to a concentration of income and wealth. Second, there are arguments that the money system stimulates an environmentally degrading growth imperative. Third, the financial sector may cause instability in the economy and direct loans to profitable, short-term investments or lucrative speculation, which misallocates resources limiting economic efficiency. Together, these channels form a three-prong approach to sustainability: human sustainability, environmental sustainability, and economic sustainability. This corresponds neatly with the ‘people, planet, profit’ trilogy. The main goal of this research is to determine whether the current money system undermines any of these three pillars of sustainable development. It asks whether the money system promotes inequity, environmental degradation, or economic inefficiency, and answers the question: “Does the money system hinder sustainable development?”.

<table>
<thead>
<tr>
<th>Industry</th>
<th>90-99th</th>
<th>90-94th</th>
<th>95-99th</th>
<th>99th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finance</td>
<td>2.2</td>
<td>0.1</td>
<td>0.8</td>
<td>1.3</td>
</tr>
<tr>
<td>Business Services</td>
<td>1.6</td>
<td>0.5</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>Health Services</td>
<td>0.7</td>
<td>0.1</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>Construction</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Transport and Communication</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Public Administration and Education</td>
<td>-0.3</td>
<td>-0.1</td>
<td>-0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>-1.6</td>
<td>-0.7</td>
<td>-0.7</td>
<td>-0.3</td>
</tr>
<tr>
<td>Other</td>
<td>-0.4</td>
<td>-0.1</td>
<td>-0.2</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>All workers</strong></td>
<td>3.0</td>
<td>0.1</td>
<td>1.1</td>
<td>1.8</td>
</tr>
</tbody>
</table>

*Table 2. % Point Change 1998-2008 in the Share of UK Aggregate Wages by Industry and Percentile (Bell and van Reenen, 2010).*
The following chapter on the applied methodology completes the introduction of this thesis. It is followed by two parts that separately describe the dependent and independent variables of the research question: sustainable development and the current money system respectively. These provide a strong basis upon which to find the connections between them. Part I is an empirical and theoretical chapter that operationalizes and depicts the state of sustainable development in the world today. It is divided into three chapters corresponding with the three-pronged approach mentioned above. The goal of this chapter is to provide a realistic problem analysis as well as concrete indicators or mechanisms by which sustainable development is hindered. Part II is made up of four chapters that describe the current money system. The first gives a basic definition of money, as a starting point for the more detailed chapters that follow. The second chapter of this Part provides a theoretical and historical overview of the theories on the origins of money. This is followed by a chapter on the development of economic thought on money. The subsequent chapter presents the current money system, focusing on what is used as money today, and how it is brought into circulation. An old view on money creation based on the money multiplier, and a new view based on endogenous money theory are outlined. This Part aims to present the different interpretations of our current money system, and bring these together to come to a complete and accurate understanding of the system of which the implications can then be investigated.

Part III makes a connection between Part I and Part II in the form of a system dynamics model. It tests whether what was found about the current money system inherently hinders what was defined as sustainable development. The model form is chosen to reveal the complex dynamics associated with the money system. The implications of the money system will be considered, testing some of the aforementioned assertions and predicting the effects of certain variable changes on the link between money and sustainability. A general conclusion follows Part III, which summarizes the results of this thesis, and discusses its implications, limitations, and potential further research.

I hope to provide clarification concerning a number of the popularly held beliefs on the money system, and bring together the work on this subject to be used as a springboard for further research. If indeed there are certain inherent channels of influence that negatively link the money system with sustainable development, altering the money system may be a desirable or indispensable step in developing sustainably. The channels of influence that have been discussed above are often complemented by proposals for reform. Their details are beyond the scope of this thesis, but it is noteworthy to mention their implications. They claim that if our current money system is altered, then taxes can be reduced (Zarlenga, 2002), the welfare state can be scaled back while general well-being is increased (Positive Money, 2012), there will be reduced debt and fewer boom-bust cycles (Sorrell, 2010), there would be a reduction in growth pressures and the associated environmental degradation (Robertson, 1999), and society can prosper without harming the environment (Jackson, 2009). Such propositions cannot be left without further research. The larger challenge that this thesis hopes to contribute to, is the search for a way in which to organize the financial system that can help support our much needed transition to a more sustainable society.
CHAPTER II – METHODOLOGY

Economists, environmental scientists, and politicians usually research from the perspective of their own discipline, approaching topics separately. Sustainable development specifically, is usually approached at a symptomatic level. New innovations are investigated to deal with energy resource depletion, indicators are developed to evaluate human progress towards a ‘sustainable’ world, and research is done to analyze what the effects of our production and consumption are on society and the environment. Underlying these mechanisms is a certain economic structure which is taken as a given. This economic structure is organized by means of ‘money’. Consider for example the Stern (2007) Review, which has framed the climate change debate entirely in terms of costs and benefits. By quantifying and monetizing these it presents an appealingly straightforward analysis. However, it takes the concept of money for granted, as do most of us because it is so much a part of our lives. Meanwhile, it has a powerful influence over our actions and inactions.

We need contributions, evidence, and tools from environmental sciences to assess the damage and sustainability of resource use, to clearly establish the ecological boundaries to our economy, and to understand the social strains that follow from skewed income distributions. We need economics to understand the mechanisms of growth, the nature and function of the financial sector as well the money system, and the competitive pressures and incentives that potentially drive the financial sector and economy at large into unsustainable practices. If the financial sector has an allocating function, it is clear that it will impact natural resource use and environmental degradation. The two fields need to come together to inform politicians, regulators, and the public, such that the correct steps can be taken in the interest of the sector, the planet and all of its inhabitants. It is of key scientific as well as social and political relevance to investigate these precarious issues in combination.

This is a unique approach to sustainable development; however, it is an approach that commences at the root of the issues, which thereby influences all levels above it. It aims to go beyond symptomatic discussions concerning sustainable development and the financial sector, and truly discover the underlying, non-subjective workings of the money system in order to relate these to sustainable development goals. The approach is not frequently taken, as it is a very theoretical and abstract concept to investigate. It departs from the rudimentary structure, investigating the root workings of the economic financial system that must enable sustainable development.

This thesis is predominantly based on desk research of books on the subject of ‘money’, published academic articles, reports of various institutions such as (central) banks, and analyses of organizations such as the New Economic Foundation, Positive Money, and the American Monetary Institute. Interviews with specialists have also been undertaken in order to confirm my understanding. It will be necessary to speak to economists involved in similar investigations (Dirk Bezemer, Steve Keen, Randall Wray), as well as general experts in the field of central banking, debt, and monetary economics at the University of Utrecht. These interviews have been direct or via e-mail, and were performed midway the research so that there were results to verify / test.

More quantitative data collection has also been undertaken using national government and central bank databases as well as international ones such as the World Bank’s dataBank, the Bank for International Settlements, Maddison Historical Statistics, the OECD’s iLibrary, and the International
Energy Agency’s statistics. Statistical indicators of sustainable development and the money system have been collected from these databases for the UK and the world, for the maximum available time span. Statistics from previous published research as opposed to this primary data will also be utilized to be able to cover the broad scope of research. These are the basis of the problem analysis by providing an impression of the current situation.

The link between money and sustainability will be modeled in a system dynamics model in Vensim™. The mechanisms in the money system that potentially affect sustainability are dynamic and complex. A static equilibrium analysis will not be revealing enough. Regression analyses are also not suitable because the links between the money system and sustainability are not likely to be direct. There are no clear correlations that can be tested to confirm the link, again, it is rather a question of whether there are certain dynamics in the system that have outcomes which hinder sustainable development.

The focus will be on the UK, utilizing data from this nation where possible. The basic essentials of money systems across the world have become very similar. It is subsequent complexities on top of these basics that result in differences, for example due to the common currency in Europe, the public-private nature of the Federal Reserve Bank in the US, and Chinese monetary policy. The lack of these arrangements is also the reason why the UK is taken as a main case study. There will be international empirical evidence presented also, corresponding to the global nature of sustainable development. The analysis of the nature of money and our current money system also utilizes historical evidence that goes beyond the UK’s boundaries, though remaining largely in Europe and the US. The development of economic thought on money will also take a mainly western approach, though again with any important schools of thought from other geographical areas also included. The temporal scope of these two analyses are from the origins of money (which need to be set in the analysis itself) until the present.
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Part I – A Sustainable World?

Sustainable development has become a popular term in past decades, utilized in business strategies, public policy-making, and individual lifestyle guidance (Lélé, 1991). The Global Language Monitor (2012) reveals ‘sustainable’ to be the most cited English word in 2006, coming in 22nd in the ranking of the decade from 2000-2009. However, there is much ambiguity in the term (Parris and Kates: 2003), enabling it to be interpreted in a wide variety of manners. It is most often defined as “development that meets the needs of the present without compromising the ability of future generations to meet their own needs” (WCED: 1987). This is interpreted as the necessity of equitable, just, and fair access to resources, both natural and human or man-made, across space and time. The concept of sustainable development as an integral world view that balances these different components – social, environmental and economic, is key (van Egmond and de Vries, 2011). This interpretation is also reminiscent of the capabilities approach of Sen (1993), where man must have equal opportunities, and access, rather than direct use. The following chapters will be more specific as to what exactly it is that we wish to sustain based on some initial context given below. Graedel and Klee (2002) for example propose five elements that need to be sustained:

1. “Holocene-style climate (thermal balance, ocean currents, etc.).
2. Functioning planetary ecological systems (wetlands, forests, etc.).
3. Stocks of resources.
4. Earth’s organisms.
5. Political and economic stability with tolerable variations”.

Four of the priorities are environmental, but the fifth is socio-economic, and concerns sustaining human society in two ways: politically and economically. Scheer (2007) provides even more specific issues. These include a decrease in fresh water availability, a climate crisis, an exhaustion of cheap energy sources and the associated dependence and the debate concerning nuclear energy. There are furthermore concerns of poverty, farming and food controversies, unequal distribution of wealth, and health issues. Again, the three-prong approach to sustainable development naturally results: human, environmental, and economic sustainability.
Part I will present the state we are in today with regards to these three pillars. It will indicate and illustrate by means of graphs and general data analyses the unsustainable outcomes of the current system. Together, the empirics and theory given in these chapters form the basis of the argumentation in Part III. Part I provides a problem analysis which sets the stage and specifies why further research must be done. One needs to understand if there is something ‘wrong’ in the current situation before examining determinants that may have resulted in, worsened, or prevented improvement in, the situation.

Three important conclusions are made that will be utilized in Part III. Firstly, I find that the consequences of increasing income inequality are predominantly negative, especially with low levels of social mobility and the existence of poverty. Secondly, I find that a growth in GDP is almost impossible to decouple in absolute terms from energy and resource use. Thirdly, I find that sustainability requires an efficient and competitive economy to maintain economic well-being and progress. Not only does society require a certain degree of fairness and environmental preservation, but it also needs to find a stable economic equilibrium and be resilient to shocks and external competitive pressures.
3.1. Introduction.

The first pillar of sustainability concerns the well-being of individuals in society: internal societal stability. From this perspective, a sustainable society is one that is fair, just, and equitable. It is a society in which everyone should be able to achieve a certain basic standard of living and have access to opportunities for further development. Despite increased economic growth, our society does not reveal increased happiness and is rather showing signs of increased social tension. There is a concentration of wealth with a few, which is socially unsustainable. In this chapter I first present general empirical data illustrating the signs of stress that our society is showing and the lack of improvement in human well-being despite economic growth. A link is found between income inequality and these various less precise indicators of social stress and individual unhappiness. The research that posits this relationship is subsequently presented. A more in-depth look at income inequality follows; I present the way it is measured and provide statistics on the trends in income inequality in the UK, and worldwide. The data is revealing for the state of human sustainability in today’s society. It indicates that increasing income inequality beyond its current levels may lead to a less sustainable social order. This forms the basis of the analysis in Part III which investigates whether the current money system inevitably decreases human sustainability, by utilizing income inequality as its indicator.

3.2. Empirical evidence.

Statistical indicators of human well-being that are related to economic growth, for example the Millennium Development Goals indicators, are slowly improving in per capita terms; however, due to population growth the absolute numbers remain severe (UN, 2010). Less economic indicators also give a different picture of the trends in human well-being. They rather reveal a society with increasing tensions and decreasing sociability. In the US and UK, the percent of people denoting that most others can be trusted dropped between 1959 and 1990 by 7% and 12% respectively (Kaase, 1999). In the UK specifically, trust in the justice system has also decreased between 1981 and 2000 (Figure 5).

Figure 5 shows that the number of individuals reporting no trust at all increased from about 5% in 1981 to 14% in 1999-2000. Meanwhile, the number of respondents to trust the system ‘a great deal’
halved from about 18% to 9%. While trust is seen to decrease, tensions are increasing. Total military expenditure worldwide has surpassed Cold War levels (Figure 6).

Tensions with the Middle East after the events of 9/11 have risen, and are been complemented by increasing feelings of xenophobia and racism in the US and across Europe. This is reflected in the increasing visibility of extremist right-wing parties. In a report on the rise of right-wing parties, Langenbacher and Schellenberg (2011) find that the presence of radical right-wing parties in EU Member States, as a percentage of national parliamentary election results, increased from an average of 2.8% in the period from 1980-1994, to 12.7% in 2005-2009. The trend reveals rising feelings of unrest, religious fundamentalism, and racism. The report identifies three crises: a “crisis of distribution and access, the crisis of political representation [democracy], and the crisis of identity” (Langenbacher and Schellenberg, 2011).

These feelings of political and social unrest are reflected in levels of happiness also. The Eurobarometer reveals stagnant levels of happiness across the continent, despite ever increasing economic growth (Blanchflower and Oswald, 2004). The portion of individuals in the UK who state they are very happy has stagnated at 31% from 1972 to 1998 and most other respondents have remained fairly happy. In sum, although the basic economic needs of societies are increasingly met, other indicators reveal that societies are either not improving, or are under strain in terms of more social and political factors. It is thus important to determine what may be behind this discrepancy between social well-being (human sustainability) and economic growth.

### 3.3. Human sustainability and inequality.

Wilkinson and Pickett (2009) find that a number of social indicators correlate with income inequality. To measure income inequality, they utilize a measure of the ratio of the income of the top 20% of the population to that of the bottom 20%, as provided by the United Nations Development Program Human Development Indicators. They find increasing economic inequality has significant negative effects on society, as compared to a more egalitarian society. Figure 7 presents the various social indicators utilized. Amongst others, life expectancy, mortality, and trust in others all correlate in a negative way with the degree of inequality in a society.
Note that the graph utilizes an index of the ten social indicators, which have each been measured separately first (with their own unit of account). The indicators are also tested individually, and all correlations between the indicators and inequality are statistically significant at the 5% level for the 23 countries utilized. The index is then calculated by means of grading the health and social issues on a scale from ‘better’ to ‘worse’ (see Wilkinson and Pickett, 2009 for more details on the measurement and weighting). The relationship shows that higher income inequality correlates with worse scores on the index, and the relationship is statistically significant at the 1% level. The authors also find that the same correlation is not statistically significant when comparing it to GDP/capita.

Other research has found a similar link between income inequality and human well-being in various forms. National inequality has been found to reduce the growth rate of the economy (Perotti, 1996), increase political stability, and reduce investment (Alesina and Perotti, 1996). Milankovich (2007) emphasizes the link between equality and democratization, predominantly at the global level. Increased global inequality is required to reduce the democratic deficit between nations. Similarly, within nations, inequalities result in power struggles and limits to democracy. At the global as well as national level, this translates into differences in access to, and control over, natural resources, energy, and capital (Scheer, 2007). Finally, there seems to be a general tendency in mankind to prefer equality over inequality (Fong, Bowles, and Gintis, 2004). Individuals in more equal societies have also been found to consider themselves more ‘happy’ (Alesina, Di Tella, and MacCulloch, 2004). However, it is important to note that this remains a very subjective topic. People’s interpretation of what is just, even in terms of income equality, can for example vary quite significantly. Respondents may also assume the question as to whether one would prefer equality applies for equal cases, while inequality between unequal cases (such as in terms of number of hours worked) may be seen more as deserved.

The subjective nature of this topic has also naturally sparked various debates. A number of researchers argue that inequality is not necessarily negative. This is based on the observation that individuals derive their feeling of well-being from a comparison with other similar people. Perfect
equality removes the motivation to improve oneself, the feeling of achievement, entrepreneurship, and the incentive to innovate (Garrett, 2010). Other arguments claim that inequality is irrelevant as long as individuals are above a certain decent standard of living (Feldstein, 2002; Kreuger, 2002). However, current poverty levels, even corrected for purchasing power, are still alarmingly high for a large portion of the world (Figure 8).

![Figure 8. Percent of Individuals Living Below Various Poverty Lines (World Bank, 2008).](image)

Nonetheless, there is certainly a need for dynamic efficiency in a society. One (ideally) gets what one deserves, and by allocating benefits according to contribution one can motivate and reward certain types of behavior, such as taking the risk to develop innovative renewable energy technologies. If there is perfect equality, there is also nothing to gain or lose from making changes.

To reconcile these arguments, I interpret a fair or just system from a capabilities approach (Sen, 1993). This stresses the ability for individuals to have the opportunity to access certain elements such as a particular income level, and not necessarily whether one actually has them. It relates closely to the concept of social mobility. A fair and just society is one in which there is high social mobility, as individuals are rewarded for what they do or achieve, but also penalized for the opposite. Using data of the London School of Economics, Wilkinson and Pickett (2009) compare the incomes of parents and their children. They find that there is a larger difference in income, i.e. a higher intergenerational income mobility, in more equal societies. Blanden (2009) also finds that in more unequal nations, the earnings of sons are closer to that of parents indicating lower social mobility. Figure 9 shows the correlation between the incomes of these two generations; a higher value indicates lower intergenerational mobility. The bars signify a 95% confidence interval for the given estimate.
The more equal Scandinavian nations show lower correlations between father and son earnings, indicating a higher income mobility. In the UK specifically, Hills et al. (2010) find that a decrease in income mobility between 1958 and 1970 coincided with a period of increasing income inequality. The degree of inequality that exists today is high enough to correlate negatively with social mobility, which is representative of the dynamism needed in a society to encourage risk-taking and innovative behavior. Perhaps it is the social security net in many more equal nations that give individuals the confidence to undertake the behavior that some rather associate with an unequal society. Or it is the fact that it is easier to move up and down a ladder, if the rungs are closer together. These studies all reveal that income inequality is also a good proxy for social mobility as defined by intergenerational income mobility – a comparison of earnings between generations. High levels of income inequality correlate with low social mobility, while in more equal societies it is easier to move between income classes, making income inequality an adequate proxy for human sustainability.

### 3.3.1. Defining inequality.

Considering this correlation between income inequality and human sustainability, the former concept deserves more attention. There exist various types of inequality, ranging from gender inequality, to social inequality, to economic or income inequality. The latter concept was utilized in the above correlations, and encompasses a large degree of the others. This type of economic inequality is also most clearly related to money. Economic or income inequality concerns the gap that exists between the wealth and income of the rich and the poor (i.e. distribution), over a certain geographic area, between or within populations or individuals. In Worlds Apart, Milanovic (2007) describes three different concepts of inequality. Depending on which measure is used, one can even obtain rather different results, either indicating inequality has risen in the past or that it has rather decreased. The first method is to measure world inequality across countries independent of their population size. Second, the number of inhabitants can be considered in weighting world inequality. Thirdly, national borders can be ignored and individuals can be compared. The same type of categorization can be made when analyzing within country inequality; national borders are replaced with local boundaries.
3.3.2. Measuring inequality and trends over time globally, and in the UK.

Inequality is usually measured by means of the Gini coefficient; a coefficient of zero indicates perfect equality and a coefficient of 100 indicates that only one individual has all of the income—perfect inequality. The Gini coefficient is usefully related to the so-called Lorenz curve, which depicts the cumulative percentage of individuals versus the cumulative percentage of income that they receive. See Milanovic (2007) for more details on these two measures. Considering the change in the Lorenz curve between 1900 and 2000 in Figure 10, there has been an increase in world inequality.

Looking more closely at the time period since 1950 however there has been some discussion as to the trends of inequality; some measures shown inequality increasing, others that it has decreased. This, as stated, depends on the concept of inequality used. Figure 11 provides the Gini coefficients from 1820 to 2000 as given in Milanovic (2007). Again, Concept 1 is international inequality between countries, Concept 2 is between countries but weighted by population, and Concept 3 compares individuals.

Concept 1 inequality is seen to follow a generally upward sloping trend. However, this concept is the least informative of the three as it merely compares countries irrespective of their population sizes. A
very small rich nation could bias the results upwards because it is weighted the same as a very large nation of average income. In more detail, a large portion of world inequality is due to differences in the distribution of wealth and income *between individuals* rather than *between countries*. Between country inequality (Concept 2) has decreased since 1960 making it more important in which class one is born as an individual, than in which country. After an increase between 1820 and 1950, Concept 3 inequality is and remains at a stable level of around 60, higher than the two other concepts. Because this measure of inequality focuses on the individual and does not treat members of one nation as having the same income level, it is most representative of individual human well-being. The borders of nations in terms of global sustainability are trivial. Concepts 1 and 2 enable cross-country analyses, but do not give an exact indication of the degree of the inequality that exists across the world. In the UK specifically, inequality between individuals has also increased in the past fifty years (Figure 12).

![UK Lorenz Curve (IFS, 2004).](image)

Figure 12. UK Lorenz Curve (IFS, 2004).

In this time period, the Gini coefficient increased from about a level lower than almost all countries today of 0.24 to 0.34 (IFS, 2004). Compared to the differences between people across the world, where global inequality was associated with a Gini coefficient of over 0.6, the UK seems to have a reasonably fair society. However, it is one of the least equal societies of the western world as seen in Figure 13.
Figure 13. Gini coefficients for OECD countries (OECD, 2008).

A recent report by the National Equality Panel (Hills et al., 2010) confirms that inequality has increased in the UK in the past three decades. It investigates not only economic inequality, but a wide range of different subjects such as education, wages, and gender. It presents the UK as a nation strongly divided along the social indicators, as well as economically, as the richest top 10% of the population are 100 times richer than the poorest 10% (Hills et al., 2010). This returns to questions of fairness and justice, as components of human sustainability.

3.4. Conclusion.

Although there is evidence that equality is subjectively preferred over inequality, I take a capabilities approach to human sustainability to reconcile with arguments that in a competitive economy income differentials are legitimized by social merit. Income inequality is symptomatic of not only a variety of less exact social indicators, but it also correlates with social mobility. It is therefore utilized as a proxy for human sustainability. Current trends in the distribution of resources as measured by individual incomes globally and nationally (UK), reveal inequality has increased or stabilized at a high level in recent decades, indicative of growing social tensions and stagnating levels of individual well-being in western nations as described above. Combining these observations, implies that any mechanism in society that naturally encourages inequality is likely to further strain the social fabric and reduce human sustainability. Part III will investigate the impact of the money system on income inequality and wealth accumulation to see how our monetary system affects social sustainability.
4.1. Introduction.

Having considered human well-being, we think of the conservation of the Earth. The purpose of this chapter is to discuss and establish the state of environmental sustainability. Following the WCED definition of sustainability given above, this second pillar of sustainability is interpreted as maintaining the state of the environment in such a way that its products and services are available to current and future generations. The chapter will first present empirical data on the trends in environmental indicators. Where are we in terms of the ecological boundaries of our planet? A comparison is made with economic growth rates to make the transition to a next section which discusses decoupling and the growth imperative. This investigates the link between economic (GDP) growth and environmental degradation. It is a fundamental relationship that needs to be understood to connect any growth imperative that the money system causes to environmental degradation.

4.2. Empirical evidence.

The scope of degradation that humans impose on the environment is immense. It ranges from biodiversity losses to resource depletion to landscape pollution. Figure 14 presents a general overview of some basic environmental indicators.

Figure 14. Indicators of Human Activity and the State of the Environment (Steffen et al., 2004).
Considering the main trends in these indicators, they all point in the same direction, away from what is sustainable since the 1900s. Indicators of the state of the atmosphere reveal increases in CO₂, N₂O and CH₄ concentrations as well as a degrading ozone layer. Coastal as well as terrestrial ecosystems similarly show strain, as there are increasing losses in ecosystems, structure, and biodiversity.

A measure of fossil energy demand can be used as a representative, or at least illustrative indicator of a variety of the environmental trends including “global warming, resource depletion, acidification, eutrophication, tropospheric ozone formation, ozone depletion, and human toxicity” (Huijbregts et al., 2006). Figure 15 gives worldwide fossil energy demand as well as global GDP for comparison, and Figure 16 gives the same specifically for the UK, adjusted for imports and exports of fossil energy. Note that a total energy demand is given, not corrected for GDP or population changes because the absolute trends are important as these impact the environment. The difference between relative and absolute trends will be further discussed below.

![Figure 15. Global fossil energy consumption and GDP (World Bank, 2012).](image1)

Worldwide fossil energy consumption, and the related activities, have been increasing steadily. Compared to GDP, the trends are very similar. The link between environmental degradation will be
further discussed in a later section. Worldwide fossil energy consumption has almost doubled since 1971. According to most estimates, we are either nearing global ‘peak’ oil, or have already surpassed it (Hirsch, 2006) and thus global production rates will commence to decline, lasting at current expectations another 40 years (EIA, 2006). Gas and coal reserves are similarly rapidly being exploited, enough for about 60 and 150 years respectively at current production rates (EIA, 2006), while on average the world still depends for 80% on fossil fuels for its energy (World Bank, 2008). The UK is even more dependent on these non-renewable resources, 88% of its energy is derived from fossil fuels (World Bank, 2008). On the one hand this indicates there remain a number of decades to find a solution, and technology may aid enhancing yields or the creation of new reserves. On the other hand, production rates may be more likely to increase than decrease with a growing population and various industrializing nations, reducing the above estimates. A true energy transition provides a significant challenge as compared to other innovations that have been made in the past century.

In terms of the trends in fossil energy consumption of the UK, there is a decline in consumption from 1998 onwards, following a steep almost five-fold increase. This is likely to have been a result of increasing dependence on imports for more fossil fuel intensive goods, as well as goods in general as industrial production moves abroad. Considering statistics on the share of sectors in the UK, industry is found to be losing ground to the service sector, from adding just over 40% to GDP in 1970, to a mere 22% in 2010 (World Bank, 2012). There is, however, no clear indication as to why the decrease in energy consumption occurred around 1998. Mainstream statistics do not consider the embodied energy in imported goods and so even the above used statistics that incorporate imports of energy (e.g. oil, gas, coal) do not reveal the true energy consumption of the country. The decrease in the UK is likely to have been compensated for by increases in Asian exporting countries where industrial production is increasing. To take this into consideration, there are some statistics that attempt to consider the global footprints of nations, individuals or firms. These are discussed below.

Although a large variety of environmental indicators are covered by the proxy fossil energy demand, Huijbregts et al. (2006) state that land use is not represented well enough. Therefore, another general indicator of environmental performance is given in addition. This is the ratio of the world’s ecological footprint (impact of production and consumption) to the Earth’s biocapacity as provided by the Footprint Network (2011). Simply interpreted, this is the number of Earth’s humans require to fulfill their current levels of consumption. The footprint includes (also energy) resources consumed across the world, wastes generated and disposed of beyond borders, and it assumes current technology levels and resource management. Figure 17 reveals an increasing world demand on the Earth natural resources since 1960. The ratio given illustrates the deficit between the biocapacity that the Earth provides, and the population’s demand. Country population sizes are controlled for: if we compare between nations we compare the environmental pressures of the lifestyle of an average citizen in each country. A value below one indicates we are not utilizing the Earth’s full capacity, while any value above one indicates an overshoot of the Earth’s capacity.
The world exceeded the Earth’s natural boundaries since around 1970. Its current demand of more than 1.5 ‘Earths’ would be even more severe if the world’s population lived according to British living standards. Interestingly, there was a decreasing trend in the demand on the Earth’s biocapacity by the UK from 1975-1985, due to the economic crises that occurred in this time period resulting in mainly lower demand and a decrease in energy intensity (Unander, 2007). However, ever since, exploitation and pollution of the world’s energy resources, seas, forests, and land continues to increase back to the extremely high pre-1970 levels. Mankind is already living beyond the Earth’s capacity, and there is an increasing global trend at which this occurs.

Considering a few resources more specifically, reveals that global consumption of cement, steel, paper, aluminum and thermoplastics (Figure 18) as well as freshwater use (Figure 19) are even more clearly increasing.
Although our consumption of these resources continues to increase, this does not necessarily indicate that the pressure on the Earth is reaching unsustainable proportions. In order to try to depict this in a simple manner, Rockström et al. (2009) show to what degree the planetary boundaries are nearing, met, or exceeded, as seen in Figure 20 below. This provides a more specific impression than the global footprint, and the individual resource use trends, of whether the increasing trends of environmental exploitation and pollution are immediately worrisome.

The green area indicates a ‘safe zone’ in which humanity is within the planet’s ecological borders. Surpassing these results in environmental instabilities and losses. Three boundaries already have been surpassed, that of biodiversity losses, the nitrogen cycle, and climate change. Ocean acidification and interference in the phosphorous cycle are nearing the Earth’s limits, requiring strict management.

4.3. Environmental sustainability and growth.
4.3.1. The decoupling myth.

Historically, environmental degradation has been a result of economic growth (Boulding et al., 1966; Mishan, 1967). Resources are needed to grow, and more resources have been used during periods of growth. However, there have been attempts to separate these two tendencies. Decoupling entails that production and consumption (growth) occurs with fewer material resources and thus less environmental degradation. The difference between absolute and relative decoupling is described in a report on decoupling by UNEP (2011). Absolute decoupling implies a true decrease in environmental degradation. Relative decoupling brings about a reduced energy and material throughput per unit of economic output and population. Ecological impacts reduce compared to GDP. This is rather an increase in efficiency and may not involve an absolute decrease in natural resource use. The Environmental Kuznets Curve (Figure 21) illustrates how after a certain level of income is reached, energy and material throughput can decrease for a number of reasons including dematerialization, better regulation, saturated infrastructure demand and improved technologies (Bernardini and Galli, 1993).

Figure 21. Environmental Kuznets Curve (Yandle et al., 2000).

There is evidence that illustrates such relative decoupling in the form of reduced energy and resource intensities (EIA, 2008). Figure 22 shows the intensity of material use of economic growth in five Western nations, revealing a steady downward trend.

Figure 22. Decrease in Material Intensity Reveals Relative Decoupling (Jackson, 2009).

Similarly, the world’s carbon intensity decreased by about 25% between 1980 and 2006, and its energy intensity decreased even more, by about 33% since 1970 (Jackson, 2009). Although these are positive trends, there is little evidence that absolute decoupling of the economy is possible, and total
natural resource (material and energy) use as well as emissions have continued to increase (Stern, 2004). The aforementioned improvements have been mainly visible in Western nations, and as the rest of the world develops further their resource use is likely to simultaneously increase despite increased efficiency. Indeed the use of metal continues to increase as developing nations build up their economies (Figure 23).

![Figure 23. World Primary Metal Extraction (Jackson, 2009).](image)

Note that the increase in World GDP is lower than the increase in consumption of four out of five metals, indicating there is not even relative decoupling. Figure 24 shows that even in the five Western nations in Figure 22, material use has generally increased.

![Figure 24. Increase in Material Consumption Reveals no Absolute Decoupling (Jackson, 2009).](image)

Material consumption has increased since 1975, but is recently stabilizing. It is possible that this is due to a transfer of material and energy intensive sectors to other countries, which would have only relocated the problem. The above statistics do not consider the energy and materials that are embodied in imported goods. Indeed, the UNFCCC (United Nations Framework Convention on Climate Change) reports a decrease in emissions in the UK of 6% between 1990 and 2004, but if emissions embodied in traded goods are considered, this becomes an 11% increase (Druckman and Jackson, 2008)! The relationship that is proposed by the Environmental Kuznets Curve as outlined above, may simply be a measure of “the ability of consumers in wealthy nations to distance themselves from the environmental degradation associated with their consumption” (Rothman, 1998). It has also been found to only hold for local and visible environmental effects. For more global issues and impacts that are easier to externalize or more expensive to deal with (i.e. resource extraction, biodiversity losses, greenhouse gas emissions, waste generation) the relationship does not hold (Booth, 2004). In these cases there is no decrease in environmental degradation and resource use. Absolute decoupling would require a decrease in total demand for material and energy resources, which we have seen is not the case.
In *Prosperity Without Growth*, Tim Jackson (2009) discusses the conventional claim that decoupling is possible. He shows that economic growth, as we know it, will always require resources and energy, with associated environmental damage and decoupling is a myth. Jackson’s argument is based on the Ehrlich equation below which states that the environmental impact equals the population multiplied by its income level times the technological intensity of economic output.

\[ I = P \times A \times T \]  

where:

- \( I \) = Impact of human activity
- \( P \) = Population (capita)
- \( A \) = Level of affluence (income/capita)
- \( T \) = Technology (impact/income)

Relative decoupling occurs when \( T \) decreases. This becomes absolute decoupling if the total impact \( (I) \) decreases, which only occurs if the rate of relative decoupling (the decrease in \( T \)) is greater than the growth rates of population \( (P) \) and income \( (A) \) together. Sustainable growth is growing in per capita terms at a rate that equals the dematerialization rate minus the population growth rate (possibly a negative number).

Given historical evidence and future possibilities, such a growth rate seems highly unlikely. Since 1990, population and income have seen a 2.7%/year increase together, and considering the case of climate change and carbon intensities, there has only been a 0.7%/year decrease in the intensity of emissions (Jackson, 2009). Furthermore, to be able to achieve the IPCC’s (International Panel on Climate Change) current target of 450ppm, at the same population and income growth rates, Jackson calculates emissions per dollar would need to fall by 4.9% annually up to 2050. Arguably, the global population may grow less rapidly in future years, which would reduce the needed reduction in intensity to some degree. On the other hand, if the developing world hopes to reach Western living standards, the growth in the level of affluence will increase significantly more. These different scenarios are presented in Figure 25.

![Figure 25. Carbon Intensities Required to Meet 450ppm Carbon Emissions Target (Jackson, 2009).](image)

In the most undemanding scenario, at current income growth, and just 9 billion people in 2050, the world’s carbon intensity would need to decrease about 7.3%/year, from 768gCO₂/$ to 36gCO₂/$. At the same 2050 population, but more equitable world income at the EU 2007 level, with not only the developing world growing but also a 2% annual growth rate in the West, the carbon intensity would have to decrease about 11.4%/year! Considering that the carbon intensity has only decreased by
0.7% annually since 1990, this will be very difficult. It would require either a declining population, a decrease in economic growth, or an immense technological breakthrough.

Once it is not possible to decouple economic growth from environmental degradation, any mechanism that creates a necessity for the economy to grow at the current or a higher population level, will naturally hinder sustainable development. It is therefore in our interest to determine whether our money system causes a growth imperative; this will be done in Part III, based on this section’s clarification of the concept.

4.3.2. The growth imperative.

The analysis above revealed that in order to reduce the impact of human activity, we either need a decrease in population (consider Malthus, 1798), an immense innovation, or a reduction in growth. However, there are arguments that the latter is not possible in our current system because it has a growth imperative. This entails that the current economic-financial system requires economic (GDP) growth in order to ‘survive’. All despite the fact that subjective well-being does not increase after a certain level of GDP (Blanchflower and Oswald, 2004), as also seen in the previous chapter on human sustainability.

Competition within the market place is an important reason why businesses individually experience a growth imperative. They need to innovate in terms of their products, technology, and marketing in order to outcompete other market participants. However, this does not necessarily translate to a growth imperative at the national level because some firms lose in the competition and go bankrupt while others outlast their rivals. In the aggregate, this could balance to a negative, zero, or positive growth rate. Gordon and Rosenthal (2003) do claim to derive a growth imperative in the capitalist system as a whole. They base their analysis on the risk of bankruptcy for firms if there is zero or negative growth in consumption, investment, and the capital stock. Agents in the economy, specifically capitalists, are driven towards behavior that induces growth in their own firms, no matter what their rate of profitability or other variables are, to reduce the risk of bankruptcy to an acceptable level. To account for variability in circumstances and profits, the firm furthermore not only needs a positive, but also a high mean growth rate. The authors find that in the long-run, a no-growth policy makes bankruptcy almost certain. They claim that as opposed to a socialist system in which profits are redistributed through government and firms are secured from bankruptcy, capitalism subjects itself to a growth imperative. However, the link between the individual firm that has a growth imperative, and the aggregate economy remains unclear. Bankruptcy in the capitalist system, so specifically considered in Gordon and Rosenthal’s model, could still result in a net zero or positive growth rate, especially if it applies to the least growth firms.

Other research on the subject is done by Binswanger (2009). He alters the argument slightly, and derives that a high mean growth rate in the economy is needed because of the credit economy we are in, which otherwise does not realize or allow for profits for firms in the aggregate. He utilizes a circular flow model to model interaction between components of the (credit) economy: banks, households and firms. Banks make loans to firms, pay wages, and retain some of their interest income as owner’s capital (equity). Households receive wages as well as dividends, and spend their income. Firms undertake production over time, make loans to invest, pay interest to the banks, wages to households, and experience capital depreciation.
The firms are driven towards growth-enhancing behavior in order to obtain and subsequently pay back the loans with which they commence their business or make investments. Binswanger argues a firm namely requires significant profit expectations in order to obtain the loan, either from the bank, or from other investors, as these parties demand future cash flows. Any firm on the stock exchange is even more tightly subject to these expectations of future dividends, further requiring profits. If investments are not made, profitability decreases, and once it is past a certain threshold level, a vicious cycle commences as these profitless firms stop investing. Similarly, when the creation of marketable output fails for some reason, a firm is more likely to go bankrupt as also explained by Gordon and Rosenthal (2003). In addition, Binswanger claims that because banks extract a part of the money circulating through interest payments as owner’s equity, the money supply has to expand to compensate in order for firms to continue to make profits in the aggregate. He finds that this monetary inflow can only be sustained by a growing economy, yielding a growth imperative. However, Binswanger finds that this minimal growth rate is just 0.45% per year.

The minimum growth rate required to ensure firms make profits in the aggregate depends on three conditions. Firstly, when interest rates are high, firms have higher servicing costs and thus the rate is higher. Secondly, if the banking sector as a whole retains more of its interest income, more of firms’ interest payments are not retrieved forcing them to retrieve these elsewhere — through higher growth. Thirdly, when capital depreciates faster such as in times of transition or reform, it has to be replaced more often requiring more (costly) investment and growth to be able to obtain and pay back the loans needed to make these investments. Both Binswanger (2009) and Gordon and Rosenthal (2003) find that in such times of greater uncertainty, the current system requires a higher rate of return and a stronger growth imperative for firms.

A long-run zero-growth rate is not possible, because of the positive feedback created by banks controlling the credit (and money) supply and because production takes time. This results either in upward or downward spirals for firm profits in the aggregate and the economy’s growth rate in general. As the firm’s failure has a high private cost, while the costs of growth are frequently social, (global) externalities, an individual (private) agent in the current economic system has an incentive to grow.

4.3.3. A zero-growth economy.

The link between environmental degradation and economic growth has been widely researched. Already in 1972, *The Limits to Growth* by D. Meadows warned that exponential economic growth is unsustainable, and that we would surpass the Earth’s natural boundaries within a century, resulting in overshoot and collapse. If this is so, the ‘growthmania’ in which we reside, requires a drastic change towards a more steady-state economy (Daly, 1977). Note that this interpretation of a steady state economy is different from the constant growth rate definition in Economics. It is defined by Daly as “an economy with constant stocks of people and artifacts, maintained at some desired, sufficient levels by low rates of maintenance “throughput”, that is, by the lowest feasible flows of matter and energy from the first stage of production to the last stage of consumption” (Daly, 1977). There is thus a zero-growth rate, which is claimed to be needed by various researchers after centuries of environmentally degrading growth. Simms and Alanson (2010) write “infinite growth isn’t possible” in a world with a limited stock of physical resources, due to the material nature of economic growth. The alternative is a steady-state economy. “The world is finite, the ecosystem is a
steady-state. The human economy is a subsystem of the steady-state ecosystem. Therefore at some level and over some time period the subsystem must also become a steady-state, at least in its physical dimensions of people and physical wealth. The steady-state economy is therefore a physical necessity” (Daly, 1973). This is an economy where birth and death rates as well as physical production and consumption rates are balanced at their highest ecologically feasible level. Although the financial economy is potentially limitless because money can grow forever, in real terms this is not so: real financial wealth is linked to and limited by the real economy also through the price mechanism. These authors claim that only in this manner, can we achieve a sustainable society.

4.4. Conclusion.

Bringing these theoretical concepts together with the empirical analysis on the state of the environment in the first part of this chapter, reveals that economic (GDP) growth is not sustainable to date. The indicators reveal excessive extraction, as well as pollution both globally and nationally in the UK. Ecological boundaries have, or are being exceeded. The Earth’s natural resources continue to be exploited and degraded, ‘liquidated’. It is beyond the scope of this paper to analyze the effect of the money system on each of these trends, but the relationship with economic growth that was given above provides a useful bridge and a single indicator to consider in Part III. Economic growth, as defined by a growth in GDP, cannot be complemented by an absolute reduction or stabilization of physical production and consumption due to the limitations of decoupling. Furthermore, the proposed alternative steady state economy would be impossible in an economy with a growth imperative. Together, these mechanisms impede environmental sustainability. Part III will investigate whether the present money system induces such a growth imperative, and in that way hinders environmental sustainability.
CHAPTER V – PILLAR 3 : ECONOMIC SUSTAINABILITY

5.1. Introduction.

The third pillar of sustainability concerns the need for an efficient, competitive, and resilient economy to enable ensure that the needs of the current and future generations are met. It is needed for the optimal allocation of natural and human resources within the discussed ecological and social constraints. Internally, this pillar embodies the need of humans to improve their situation relative to the past and their peers, the need for added value, innovation, entrepreneurship, and progress (Garrett, 2010). Externally, a society needs a strong economy to be resilient in a constantly evolving (global) market. This is also needed to enable the large investments and innovations that are required to make the transition to a sustainable society. This chapter first presents the increasing financialization of our current economy, focusing on the UK. It then explores trends in the financial sector that may give an indication of what this means for the efficiency, competitiveness, and resilience of the economy. I find that although on the surface increasing income and efficiency indicate a strong economy, a low degree of competition, risk-weighted productivity, and real investments may limit the long-term resilience of the economy. The chapters ends with a final indication of the financial challenge at hand to develop a sustainable society.

5.2. Financialization of the economy.

The economy today is characterized by an increasingly important financial sector. The state of the financial sector has become of great influence on the economy and society at large. The introduction already presented how the current crisis has shown that when the financial sector is in bad shape, society follows. High levels of unemployment, increased poverty, a drop in bank lending, and stagnating economic growth currently characterize the US and Europe (European Commission, 2009). The crisis also increased investments in natural resource based commodities (Buitet, 2007; Buscher, 2011; Gorton and Rouwenhorst, 2006) increasing the strain on the environment. We are in the middle of experiencing the impact of a failing financial system, and so far have not been able to recover.

This process of ‘financialization’ is described by Krippner (2005) as a “pattern of accumulation in which profit making occurs increasingly through financial channels rather than through trade and commodity production”. It is a general process much like globalization, encompassing various trends such as increased importance of maximizing shareholder value, increasing dominance by an elite rentier class, an increase in complex financial products and innovation (Stockhammer, 2004; Epstein, 2005; Dore, 2008). Figure 26 reveals the growing importance that the sector has been gaining over the past decades.
After a period of stability between 1880 and 1970 where banking sector assets were about 50% of GDP, a rising trend has increased this to its current value of more than 500% of GDP in the UK. Since the 1980s, the financial sector’s value added has also grown much more rapidly than that of the economy in its aggregate. On average, over the past 160 years, the growth in value added of financial intermediation has been about 2% per year higher than that of the aggregate economy, and its share of total profits in the economy has increased from an average 1.5% between 1948 and 1978, to 15% in 2008 (Haldane et al., 2010).

Over time, the sector has accordingly drawn in labor and capital. Between 1977 and 1990, the share of workers employed in the financial industry increased about 50% to 4.5% of whole economy employment, and the share of real capital allocated to the sector increased three-fold from 4% to 12% (Haldane et al., 2010). Since the 1980s, the financial sector not only increased the share of employment in quantitative terms, but it also captured a larger share of the talent in the economy as it hired skilled workers at a higher rate than other sectors (Philippon and Reshef, 2007). The difference in educated (employees with more than a high school education) shares of the financial sector and the non-agricultural private sector was 0.1 in 1970, and grew to 0.2 by 2005 (Philippon and Reshef, 2008). More specifically, Goldin and Katz (2008) find that an increasing share of Harvard undergraduates work in the financial sector since 1970. At the Massachusetts Institute of Technology, 18% of graduates started work in the financial sector in 2003, and three years later this was already close to 25% (Kedrosky and Stangler, 2011). Baumol (1990) as well as Murphy, Shleifer, and Vishny (1991) argue that this increasing flow to intermediary (rent-seeking) sectors such as law and finance is not desirable because the social returns of these sectors are lower than the high private returns to ability that attract the talent. However, finance also has a positive effect on growth (Levine, 2005), which makes these trends beneficial for the economy. The increase in skill intensity of the sector can help to explain why the share of labor and capital captured by the financial sector stabilizes around 1988, and even starts to decrease to just under 4% and 10% respectively in 2008 (Haldane et al., 2010). This indicates an increase in productivity, since value added continued to increase.

Indeed, the sector’s measured productivity has grown at a far more rapid speed than the economy’s average. Total factor productivity (TFP) of the financial sector has grown by 2.2% per year from 1995 to 2007, compared to 0.5-1% for the general economy (Haldane et al., 2010). Figure 27 shows that this was not a trend unique to the UK.
Figure 27. Difference in TFP Financial Intermediation and Aggregate Economy (Haldane et al., 2010).

Figure 27 also shows that a large portion of the increase in productivity occurred between 2003 and 2007. Note also that in France, Sweden, Germany, and Austria the financial sector did not outperform the general economy, though in all these countries except Germany it did between 2003 and 2007. The sector has accordingly been characterized by high returns to equity (Figure 28). Globally, as well as in the UK the returns were about twice as high as those of non-financial firms (Haldane et al., 2010). Later, we will see that these returns have not been real returns, but merely a ‘mirage’.

Figure 28. Return on Equity of Global (left) and UK (right) Banks (Haldane, 2012).

In addition to the generally rising trend, there have been especially high peaks in returns on equity leading up to the crisis. These drop significantly when the crisis started, and have now returned to levels experienced decades earlier. Weekly earnings in the UK financial sector are also high compared to other industries (Figure 29).
Only mining and quarrying industries make similar average weekly earnings. The next industry, utilities, lies almost 40% lower in its earnings. In the Introduction higher wages in the financial sector were found to be an important contributor to income inequality in the UK. Excessive wages in this sector is not only the case in the UK, Figure 31 shows the excess wage paid in the US financial industry as compared to a benchmark average of all other sectors.

Again, the financial sector has experienced higher earnings and wages than other sectors; in particular between 1920 and 1940, and between 1990 and 2010. One would be led to believe that given the rising importance of the financial sector in the economy, these trends are positive.

5.3. Trends in finance.

However, what seems like a natural process of allocation to where real returns and value-added are highest, may merely be a question of measurement. Haldane et al. (2010) speak of a ‘productivity mirage’. They find that rising productivity levels have been largely due to an increase in risk-taking in an attempt by commercial banks to increase their return on equity. This has resulted in reported returns increasing, but risk-adjusted returns on equity did not (Haldane, 2009). The greatest portion of the increase in returns as well as in value added were simply been due to increased risk-taking and leverage, not due to productivity gains (Haldane et al., 2010).
Furthermore, distortions in the system have hidden (social) costs and resulted in the allocation of resources in unproductive financial and speculative investments. Government and central bank policy subsidize private returns in this sector (Leijonhufvud, 2012). High and therefore risky leverage ratios, backed by tax-payers’ money in multiple ways, enabled banks to speculate and manipulate markets to gain the high returns on equity given in Figure 28. The exploitation of the various opportunities that existed was rational from a private perspective. However, the costs of default and risks of bankruptcy were socialized – insured by society (Admati, 2012), while the profits are private.

An increasingly concentrated financial sector enabled the development of ‘too big to fail’ institutions, which could take such excessive risk at the expense of the taxpayer (Admati et al., 2011). The concentration of the banking sector has increased immensely since the 1980s across the world; in the UK, the top 3 banks currently own more than 50% of the total assets of the banking sector (Haldane et al., 2010). Figure 31 gives the concentration of market power of US banks between 1935 and 2008.

![Figure 31. Concentration of US Banks From 1935-2008 (Haldane et al., 2010).](image)

The top 3 banks in the US own just over 40% of the banking sector’s total assets, a four-fold increase since 1990. Globally, the share of the top three banks in the banking sector’s total assets has doubled since 2000 (Haldane et al., 2010). Decreasing competition increases monopoly power and has the potential to allocate resources in a suboptimal manner to the benefit of the monopolistic competitors. It reduces the contestability of the market as entry and exit is no longer free. Pistor (2012) claims that the financial system respects, and even entrenches existing skewed national as well as global hierarchies. The most liquid institutions, not only in terms of their own accounts, but also in terms of the chance they are bailed out if things go wrong, are at the top of the hierarchy and allocate capital to those that are willing to pay most, not according to merits. The lack of a level playing field reduces the efficiency of the market, which can misallocate capital, distort investment, and cause instability (Minsky, 1986).

At the same time, competition between those at the top of the hierarchy, drives the sector towards investments of which they are able to acquire part of the gains (loans private benefits), fastest (short-term loans), with less risk (collateral based loans), and away from the social, long-term investments
required to make the transition towards a sustainable society. This creates a dilemma between private and public actions, because what is efficient from an individual perspective, is inefficient or even undesirable from a social perspective. Particular institutions are required to turn this around; to strike a balance between the public and private realm to hope to find the best way forward for all.

Deregulation of the financial sector has been a key driver of these changes. (De)regulation has been based on perfectly competitive markets, efficient, with perfect information, and free liquidity; i.e. “imagined, not real markets” (Pistor, 2012). It has enabled the finance, insurance and real estate (FIRE) sectors to grow almost three-fold since the 1980s (Bezemer, 2012), in a continuous search for private profits in any way possible. It has led to an increasing discrepancy between debt and GDP levels, as credit to the financial (FIRE) sector increased which drove up asset prices, induced speculation, and inflated debt-to-GDP ratios in many Western nations (Bezemer, 2012). Bezemer argues that credit to the financial sector is not invested in the real economy and therefore does not directly create real economic investment and growth. Figure 32 depicts the trends in debt-to-GDP ratios of a number of nations since 1990, with an indication of the start of the deleveraging process.

![Figure 32. Total Debt-to-GDP Ratio in Ten Developed Economies (Roxburgh et al., 2012).](image)

All nations have experienced rising debt-to-GDP ratios since the 1990s, and in particular the UK. Bezemer claims this has increased the systemic leverage of economies to unsustainable levels, since a sustainable real-economy enhancing level of debt-to-GDP is 100%, which all these nations are far above. Given the lack of efficiency and competitiveness in the economy because of the role of the financial sector, the current system has likely failed in allocating resources in an optimal manner.
5.4. Trends in financial sector lending and investment.

Evidence on financial sector lending shows that indeed the real economy plays a relatively small role. Figure 33 gives a breakdown of total lending by financial institutions in the UK to UK residents.

![Graph: Loans made by Financial Institutions in the UK by Destination (Bank of England, 2012).](image)

Until the end of 2008 the total amount of loans increased, followed by about a year in which the total number remained reasonably constant. In the end of 2008 a sudden jump increases the amounts outstanding to over 2,500,000 million pounds sterling at the beginning of 2010. However, ever since the total has been decreasing, currently standing at the start of 2008 levels. The increase was a result of significant increases in loans to other financial institutions, as well as an increase in secured loans to individuals. These two elements are components of lending to the FIRE sector.

To consider in particular the credit allocated per sector, Figure 34 graphs the share of total loans outstanding for the individual sectors and to the FIRE sector as a whole.
During the stable period before 2007 about two thirds of the total number of loans outstanding were to other financial corporations and individuals for consumer credit (part of the FIRE sector). Although secured (real estate) loans to individuals had the largest share in 1997 onwards, in 2004 the ratio changes as the share of loans to other financial corporations increases and to individuals for dwellings decreases. The share of loans to private non-financial corporations is in general only about 20% ranging from 18% to 23%, the share to individual consumer credit between 5% and 9%, and loans to unincorporated business and non-profit making institutions make up a mere 3%. By the end of 2007, the share of loans to the real economy in the form of firms (private non-financial corporations) and consumer credit decreased to the lower end of their ranges.

Meanwhile, the number and share of loans to the FIRE sector remains high. Breaking down lending even further, and considering a longer time span, reveals the economic investments to which financial institutions allocate credit (Figure 35).
Again, the largest share of loans are to the FIRE sector in the form of individual secured loans, loans for financial intermediation, and real estate. Over the time period this increases from about 43% to 77% of the total number of loans outstanding. Most real sector loans here go to wholesale, retail trade or repair, manufacturing (food, beverage, tobacco, textiles, leather, chemicals, rubber, plastics, and other), and construction. Furthermore, hotels, restaurants, transport, storage, and communication are slowly increasing their share of loans while loans for agriculture, forestry, and fishing remain low. Considering commercial loans in general, one sees that the majority is short-term, with a maturity less than 2 years (Figure 36). Due to data limitations US values are given.

Figure 35. Loans made by Monetary Financial Institutions in the UK by Receiving Sector (Bank of England, 2012).

Figure 36. Quarterly Weighted-average Maturity of US Commercial and Industrial loans (Board of the Governors Federal Reserve System, 2012).
Although the maturity of loans generally increased from 1997 until 2007, the crisis has caused the average maturity of loans to decrease back to 2003 levels. Only after 2010 this slowly picks up again. With banks extending loans at such short average maturities, it is difficult to make the long-term investments necessary to achieve sustainable development. Even if the loans are rolled over, the uncertainty that is complementary to such short-term commitments are expected to prevent robust long-term investments. Similar trends are likely to exist in the UK, and is reflected in bank lending.

Meanwhile, a variety of ‘green’ investments are needed from a social and environmental perspective (Lietaer, 2001). The latest World Energy Outlook (IEA, 2011) emphasizes the investments needed to make the energy transition and secure future supply amounting to about US$ 1 trillion per year worldwide until 2035\(^1\). Of this, US$500 billion per year from 2010 to 2050 is for the power sector only, US$150 billion to reach the 2°C target, US$300 billion for improving the efficiency of buildings, and US$60 billion for industry. The remainder is spread out amongst various sectors. The Stern Review (2007) suggested a cost of 1-2% of GDP to limit emissions to the 550ppm CO\(_2\) target by 2050. PriceWaterhouse Coopers conclude 3% of GDP is needed (PwC, 2008). Today, this would require between US$800 billion and US$2.4 trillion per year until 2050 (CIA World Factbook: 2012).

For the UK, this would be about US$22.5 and US$67.5 billion per year until 2050 (CIA World Factbook: 2012). Other recent estimates for the UK government’s Green Investment Bank by Vivid Economics (2011) estimate annual investments will increase from US$45 to 80 billion up to and beyond 2020 to stimulate the transition to a green economy. Energy investments alone will require about US$320 billion (Ofgem, 2009), of which those for electricity generation and transmission make up about US$170 billion (DECC, 2011). Ernst & Young (2010) have also made estimates for the capital requirements of the green transition, arguing a total of about US$700 billion will be needed until 2025, about US$50 billion per year.

The investments needed are frequently of a public nature, for which the private incentives are lacking (Hardin, 1968), reducing the probability that commercial banks will fund them. They are likely to entail high levels of uncertainty of which the benefits only materialize in the long-term. Banks prefer to extend loans to collateralized, large-scale projects, which are generally not the characteristic of sustainable investments due to their innovative, risky, or decentralized nature. Furthermore, recent trends show European and US financial institutions are steering away from their traditional core business, which intermediates between those who have and need money across space and time (Hoffman, 2007). This may further hamper investment in the green transition.

However, we have defined the functions of the financial system in our current economy as to allocate resources in an efficient manner across space and time, share risk, and enable payments (Crane, 1995). Note that the sector has never formally received this mandate of allocating money and resources optimally, it is a private profit-seeking sector that has made this its business model, and society has subsequently accepted. The financial sector has become very relevant for various tools of inter-temporal and spatial equity such as interest, debt, and investment of resources which makes it vital to achieve sustainability. Wray (2011a) indeed states that the financial system could be a “tool for sustainable development”. It is needed as an efficient and competitive intermediary to help make the transition investments. Unfortunately, this exploration has found this not be the case.

\(^1\) All values are in 2011 US dollars and global values are adjusted for purchasing power of parity.
5.5. **Finance and growth.**

In addition to its role in allocating existing funds, the financial sector is also argued to play an important role in funding new real economic growth (Keen, 2012). There is an extensive amount of empirical research on the finance-growth nexus, which finds that financial development is generally positive for economic growth and that there is a strong empirical relationship between economic (GDP) growth and credit to the real sector (see for example Levine, 2005). However, more specifically, there is a strand of arguments that explain this importance of the financial sector with the role of commercial banks in investments.

Both Keynes and Schumpeter stated that economic growth required a simultaneous increase in purchasing power (the money supply), in the form of credit, which, provided by commercial banks, places these institutions in a uniquely important position in the economy. Schumpeter (1927) wrote: “Without the creation of new purchasing power by bank credits... financing of industrial development in modern economies would have been impossible” and Keynes (1937) argued that therefore “the banks hold the key position in the transition from a lower to a higher scale of activity”. One needs an additional monetary injection in the form of credit for investments, because savings reduce the stock of money. For an economy to grow and develop, “It is not sufficient... that savings of yesterday be invested today, or, as it is often expressed, that investment offset savings. Investment today must always exceed the savings of yesterday.... An injection of new money... must take place every day” (Domar, 1957). As stated, this injection of money in the form of credit comes from commercial banks. This is also needed because production takes time, the profits of an investment come after the money required to fund them. This time lag is overcome by banks. For these reasons, they play an important role in the economy in directing investments, including those required to develop a more sustainable economy.

5.6. **Conclusion.**

This third pillar of sustainability requires an efficient, competitive, and resilient economy. Part III will determine the effect of the money system on this pillar. I have focused on the financialization of the economy, which gives the financial sector an increasingly important role in the stability of the economy and society as a whole. Unfortunately, higher productivity levels of this sector may have been largely due to higher levels of risk and leverage, questioning its true added value, and the increased allocation of labor and capital to the sector. Public subsidies to the sector in the form of guarantees and an increasing concentration of market power further distorted the efficiency of the sector. Meanwhile, the sector plays an important role in allocating resources and enabling economic growth through its role in credit creation. In the past decades, this has guided the economy towards the FIRE sector, and the real economy makes up a relatively small share of total lending. Finally, an estimate of the investments needed to make the transition to a sustainable society were given, as an indication of the task at hand, which the financial sector will need to play a role in achieving.
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In order to investigate whether there are implications of our current money system for sustainable development it is vital to obtain an adequate understanding of this former variable – the nature of money and our current money system. We need to answer questions such as: what is money, how did money develop, what role does money play in economic models, and where does money come from or who creates it? Authors from a variety of disciplines have described the history of money, often commencing with a general understanding of the origins of money and subsequently presenting the various interpretations of money across the globe and over time (see for example Davies, 2002; Einzig, 1966; Galbraith, 1975; del Mar, 1880, 1895; and Weatherford, 1997). These historical recollections have been widely researched and the reader is advised to refer to the aforementioned sources for such details. For this thesis, different theories on the origins of money will be considered as these influence the way in which we see money today.

This part is organized as follows:

- **Chapter 6**: Defining money;
- **Chapter 7**: The historical origins of money;
- **Chapter 8**: Development of economic theory, thought, and models of the nature of money and the money system;
- **Chapter 9**: Our current money system.

First, a standard definition of money is presented as a starting point of this analysis. Money is officially defined by means of a number of monetary aggregates, but also has a number of important functions that will be considered. From this basic understanding, we delve into the history of money.

Second, the origins of money are discussed in Chapter 7 organized according to three main theories: trade and commercial origins of money, sacred and religious origins, and social and State origins. This chapter is based largely on historical and anthropological literature. The emphasis in these chapters is on the first developments of money and despite strong archeological evidence it must be noted that there remains uncertainty surrounding such finds due to the time period considered. Therefore,
I will also present how these different approaches to money have evolved over time and influenced society in the more recent past.

Third, Chapter 8 will present the main developments in economic theory in particular on the role of money in the economy. It commences with those Classical schools of thought that assume money is a neutral factor in the economy, in the words of David Hume (1752): “the oil which renders the motion of the wheels smooth and easy”. Over time, shortcomings of this basic model emerged due to its simplification of reality. This led to new additions, and the general Keynesian understanding that money does have an influence in the short-run. In the long-run, the equilibrating forces that are also in the basic Classical model maintain money neutrality. However, according to various more heterodox schools this approach still does not come close to modeling the economy realistically. They assign an explicit and influential role to money in the economy in both the short- and long-run. Understanding these different roles of money in economic thought is important because the development of economic theory and thought on the nature of money have shaped the perceptions of money of policy-makers as well as the general public. This chapter wraps up with a reflection on these three economic approaches to money, which influences the interpretations of money later applied.

Fourth, after these two historical overviews, Part II ends with Chapter 9 on the money system today. It presents two different views on the way in which money enters our economy, and the subsequent effects it has. The first view is denoted as the ‘old’ view, based on the money multiplier. The second view is a ‘new’ view presented by a number of heterodox schools of economic thought as already previewed in the prior chapter. These base their analysis of the money supply on the theory of endogenous money.

The chapters of Part II and their individual sections build upon each other, not necessarily chronologically, but in terms of a general understanding of the workings of the money system today and its effects. This is the second building block, in addition to the first on sustainability, for the analysis in Part III.
CHAPTER VI – DEFINING MONEY

6.1. Introduction.

Economics textbooks will define money somewhat along the lines of: “Money is the stock of assets that can be readily used to make transactions” (Mankiw, 2008), or, “Financial assets that can be used directly to buy goods” (Blanchard, 2011). This emphasizes the functional aspect of money as a method of payment or means of exchange. Money is a stock variable, like financial wealth, while income and saving are flows related to a certain time period. Another working definition of money could be as “an agreement, within a community, to use something as a means of payment” (Lietaer, 2001: 41). This rather emphasizes the general acceptability and a social context that is necessary for money. An alternative to this functional approach to money is a more empirical approach which views money as a more complex phenomenon. It not only serves various economic or financial purposes, but also social and cultural ends.

6.2. Defining money things, substitutes, and money as an account.

In defining money, one needs to distinguish between money things or money substitutes, as discussed above, and the money account (Wray, 2011). Graeber (2011) also emphasizes this difference between money as a physical thing, and an abstract unit used to measure. The latter, money as a numeraire (akin to the meter, kilogram, or liter) corresponds with the money neutrality hypothesis and the idea that money does not matter. It is merely a measure to value or price goods, services, and debts. Money things, whatever form they take, can influence the real economy. In the United Kingdom, the money account is the pound for example, established by law as taxes are set in this standard unit. Money things include coins and notes. Because everyone needs to pay a certain amount of taxes, it is natural that money things are denominated using a single unit of account.

Almost anything can be used for money, but in different gradations. Indeed, Minsky (1986) said that anyone is able to create money things; the problem is to get these accepted. Historically, indeed various objects have been utilized as money: “ambers, beads, cowries, drums, eggs, feathers, gongs, hoes, ivory, jade, kettles, leather, mats, nails, oxen, pigs, quartz, rice, salt, thimbles, umiaks, wampums, yarns and zappozats” (Davies, 2002). Today, true money things such as notes and coins are less utilized.

These are increasingly replaced by making transactions directly through accounts at a bank. The variation subsequently lies in the different electronic accounts that exist such as different types of deposits and financial assets. Some commodities, such as gold or oil, however, can also be considered money (Bernstein, 2001; Clark, 2005). These money substitutes vary in acceptability and ease of use. Based on this variability, official monetary aggregates have been defined. These are presented here first, as these definitions are useful when considering the functions of money, as each aggregate is associated with different functions of money (more below). These monetary definitions naturally lead to a hierarchy of money which is subsequently presented. Then, the functions of money are defined and related to the monetary aggregates.
6.3. Monetary aggregates.

A simple definition of money is difficult. There is the money unit of account and there are different forms of money things depending on their convertibility, liquidity, and acceptance or credibility. These characteristics are also used to establish official definitions. In general, five main monetary aggregates are defined ranging from M0 to M4 (Mankiw, 2008; Mishkin, 2009). Note that there is variation in these definitions across countries and institutions. Figure 37 shows the general relationship between the different aggregates.

The textbooks commence with currency in circulation, cash in the form of coins and notes in circulation. From these basic ‘moneys’, anything that can be seen as a close substitute for cash needs to be considered. From the perspective of commercial banks this includes their central bank reserves, as they can convert these at any point into currency. Currency plus central bank reserves are defined as the monetary base M0, narrow money, central bank or high-powered money. From the perspective of private non-banks such as individuals and firms (not from the perspective of the bank), demand deposits (non-interest bearing current or checking accounts) are a very close substitute for currency. Via an Automatic Teller Machine (ATM), one can immediately convert these deposits into currency and depositing cash at the bank immediately increases one’s bank balance. Also, as payment by card becomes increasingly common and easy, deposits become even closer substitutes for cash. M0 plus demand deposits form the money stock M1. However, two other parts must be subtracted. There is a discrepancy because cash in the hands of commercial banks and their central bank reserves are part of M0 but not M1.

M2 consists of M1 plus time deposits with an agreed maturity less than two years, plus saving deposits that are accessible with three months notice, and small time deposits. Most of these assets will be interest-bearing. M3, also known as broad money includes M2, as well as large time deposits, repurchase agreements, money market fund shares and paper, and debt securities with a maturity of less than two years. Finally, M4 includes also any other deposits at banks or building societies. There is variation in the assets included in each of the categories M2 – M4. They are not necessarily close substitutes, as some assets earn interest while others do not. Here the differences in money ‘things’ surfaces. Figure 38 provides the size of monthly monetary aggregates in the United Kingdom from 1997 until 2012. Note that M0 was discontinued in 2006.
Figure 38. Monetary Aggregates M0-M4 in the UK (Bank of England, 2012a).

The graph shows nominal values not in terms of GDP so that the absolute quantities can be compared. In the fifteen years since 1997, there has been a threefold increase in the aggregates M1-M4. In absolute terms, the aggregates M2-M4 are reasonably close to each other, while the number of demand deposits plus reserves (M1) is significantly less. Unfortunately, a gap in the data means the increase in reserves that occurred in the last few years due to quantitative easing during the crisis are not visible. At the same time, the monetary aggregates M2-M4 actually decreased, despite this increase in reserves. There does not seem to be a direct relationship between these aggregates. The figure reveals how insignificant the amount of reserves M0 is in comparison to the other monetary aggregates.

6.4. Functions of money.

Essentially however, it is not the form of money that matters; it is rather what you can do with the money. Money is a mere game of confidence, a “creation of society” that “has no intrinsic value” (Jaikaran, 1995). The form of money is less important, whether money is a commodity, or fiat, a promise to pay with no intrinsic value or physical backing (Arestis and Sawyer, 2006). It is rather money’s function that gives it value. It was Hicks (1967) who said, “money is defined by its functions”.

In general, money has three main functions (Greco, 2001):

1. A medium of exchange
2. A unit of account
3. A storage of wealth

The following outline is also based on Bofinger (2001) as well as Barnett et al. (1981).
The first function of money can also be denoted as money as a means of payment or settlement. For this purpose, money increases the efficiency of an economy. It overcomes the inconveniences of barter, there is no longer a need for a double coincidence of wants, workers are able to specialize, and transactions in the real economy can occur quicker and more easily. This requires a portable and generally accepted money. Amongst banks, this function is undertaken with the monetary base – i.e. currency or reserves at the central bank. Private non-banks utilize M1 as a means of payment. M2 and M3 do not fulfill this function.

The second function of money, as a unit of account serves as a standard measure of value via the relative worth (price) of goods and services. In order to fulfill this function, what is used as money needs to be divisible, constant in its properties so that it can be compared, and these properties need to be able to be measured to avoid counterfeiting. Having a unit of account is necessary to undergo transactions and reduce information costs, again making it easier to make real economic exchanges, and speeding these up also. This function is mainly fulfilled by M0 and M1.

Money is also used to store wealth. Instead of spending the money one receives, it can be stored in a variety of forms (savings) and later retrieved. This can be done by M0 and M1 but also by means of M2 and M3. Preferably, it requires a durable and reasonably constant value of the money. However, wealth can be stored in many assets besides money so it is not the function of money that solely defines it. It is the degree of liquidity that determines whether these assets are considered money. Those assets considered liquid enough are defined as the monetary aggregates M0-M4.

Clearly there are many more functions of money, specific as well as general, although many can be categorized as one of the three functions stated above. Money can be used as a standard, a means of deferred payment, and a unit of value (Greco, 2001). Economically, it can also be used to speculate, but it can also have a function socially or religiously (Einzig, 1966). Finally, it has an important function for a State, or empire. This defining chapter focuses on the economic perspective, but in Chapter 7 these other functions of money are further described.

Critics of our current money system claim that we cannot expect to be able to unite all these different functions into one form of money and expect it to serve all its purposes optimally. Historically, different currencies have also developed to serve these diverging needs (Polanyi, 1957). Now that we have settled on single currencies in nations, Gesell (1958) ascribes the malfunctioning money system to the dual functions of money: money as a medium of exchange and as a store of value. These result in conflicting interests, as the former function means money must circulate and be dynamic, adjusting in value to the demands of the market, while the latter function means money must hold its value.

6.5. Conclusion.

The term ‘money’ is complex and ambiguous; essentially anything could be money. Money can be interpreted in numerous ways. It is important to distinguish between money as a unity of account, and the actual ‘things’ that are used as money. The former is simply the currency, while for the latter there are various categorizations. The official monetary aggregates M0-M4 provide a more standardized definition of money. These are ranked according to their liquidity and acceptability. These different monetary aggregates fulfill different functions. Three main functions are considered: money as a medium of exchange, a unit of account, and a storage of wealth. Less economic functions also exist, which are revealed in the following chapter on the origins of money.
CHAPTER VII – THE HISTORICAL ORIGINS OF MONEY

7.1. Introduction.

To be able to make informed analyses of later schools of thought and the current money system we need for first look at the fundamental origins of money. This chapter will not elaborate on what forms money has taken in different time periods and geographical locations as this has been widely documented and provides less information on the basic roots of money. Indeed, it is important to emphasize the difference between an analytical history of money and of particular inventions within this history such as coins (Grierson, 1975, 1977). This chapter rather investigates the initial development of money, the first trends that led to the introduction of money in societies. Arguably, the true origins of money will never be found, lost “in the mists of time” (Keynes, 1930, p.13) due to the limited amount of reliable information available on time periods of centuries before Christ. The concept of money may have come hand in hand with writing, as some of the first writings that have been found are of money debts (Wray, 2004), further limiting the type of evidence in existence. Nevertheless, there exist three basic theories on the origins of money which each return to the Neolithic period (Graeber, 2011; Zarlenga, 2002). They each have different implications for the interpretation of money today and therefore the way in which these theories can be seen in the more recent past is also briefly considered. This bridges the gap between the earliest emergence of money and modern-day interpretations.

The chapter considers three main theories on the historical origins of money:

- Commercial / trade origins
- Sacred / religious origins
- Social / State origins

Most Economics textbooks take the first approach, basing their analysis commercial or trade origins of money based on the barter story. This interpretation of money is an important element of standard economic theory. Anthropologists, however, provide different theories. The second main strand of thought finds the origins of money in sacred or religious interactions. The third presents evidence for more social and subsequently State origins of money. These three strands of thought structure this chapter, along with the implications they have on our analysis of money today. Although they describe the origins of money, none truly claims that money was ‘invented’; it was rather an evolutionary process over time. This chapter concludes with a holistic analysis of these theories, bringing them together, as there is likely no single explanation as to how money emerged. In reading the chapter, one should therefore be able to distinguish the three theories, but also imagine a co-evolution over time.
7.2. Commercial / trade origins of money.

7.2.1. Mechanism.

The most common explanation of the origins of money commences with a barter economy in which money develops as a medium of exchange. This is also known as the commodity-exchange theory (Ingham, 2000). Due to a natural specialization and division of labor individuals produce different goods and services than which they consume, resulting in the need for exchange. To be able to barter, the consumer has to have something the producer wants, and vice versa, which is not always the case. This mismatch and inconvenience of direct trade results in the use of an intermediary token in the form of a commodity, which everyone accepts and thus uses as money. Menger (1871) illustratively said, “no one invented it [money]”, not individuals nor a central authority as “government is powerless to create money for the economy; the process of the free market can only develop it” (Rothbard, 1990). Rothbard claims this is because one first requires a barter system with already established consumer-producer knowledge of prices, where gradually a demand for a medium of exchange develops. A government or community cannot introduce money top-down – it is rather demand and price driven – a natural market process.

This interpretation of money has its roots in economic theory, and is based on a view of humans as rational, perfectly informed, optimizing agents also known as homo economicus. As these “economizing individuals in social situations became increasingly aware of their economic interest, they everywhere attained the simple knowledge that surrendering less saleable commodities for others of greater salability brings them substantially closer to the attainment of their specific economic purposes” (Menger, 1871). Across the world and over time, this commodity of greatest salability frequently became cattle or oxen. To maintain the continuation of exchange in this manner, it is vital that all individuals believe others will also accept this ‘money’. To fulfill this function, the intermediary needs to have specific characteristics including being portable, durable, divisible, and having a high unit value as well as a consistent composition (Clower, 1969; Zarlenga, 2002). Salt, animal hides and metals have been used for this (Hart, 2005). Jevons (1875) illustrates how in the time of hunter-gatherers animal meat was too perishable to use as money and thus furs or skins were used, followed by sheep and cattle themselves in the pastoral state. Exactly what was used as money is irrelevant to our endeavor; what is important is the theory that money results from the specialization of labor and barter as shown in Figure 39.
Once individuals in a community specialize they need to exchange their goods and services resulting in barter. In bartering, individuals realize that if, in addition to their own goods, they have something to trade that is widely desired, they can reduce the inconvenience associated with obtaining what they need. Another inconvenience occurs when there is a lag time in trade. For example, a trader may have required investments and goods before he was able to travel to the location where he could make an exchange. Or for example a farmer may need a new tool now, but can only pay later, once his grain is ready for harvesting. Money enabled such trade. There is “an intermediate stage in the progress from pure barter economy – under which goods are acquired for direct consumption only – to money economy [which] is the employment of some such favorite medium of barter” (Einzig, 1966). Increasing use of this medium leads to standardization and ‘money’ as a medium of exchange. This process is self-reinforcing, as the more people use the medium, the more accepted it will also be, the more it will be favored, and thus the more it will be used as money.

The majority of economic textbooks will illustrate this process by means of a ‘story’ where the reader is asked to ‘imagine’ for example “an old-style farmer bartering with the black-smith ... but if Henry has firewood and Joshua does not need any of that ... money provides a way to make multilateral exchange much simpler” (Stiglitz and Driffield, 2000). Adam Smith (1776) presents amongst other manners, a fable of a butcher, baker and brewer who require an intermediate item – money – to exchange. Before Smith’s time, however, similar lines of thought were speculated upon by Aristotle (Sinclair, 1981) who also considered money must have developed from barter between members of a specialized labor force. John Law in 1705 also said: “Before the use of Money was known, Goods were exchang’d by Barter, or Contract; and Contracts were made payable in Goods. This State of Barter was inconvenient, and disadvantageous. He who desir’d to Barter would not always find People who wanted the Goods he had, and had such Goods as he desir’d in Exchange” (Law, 1966).

Law also proposed characteristics that money must have, taking the example of silver:

“Silver had Qualities which fitted it for the use of Money. It could be brought to a Standard in Fineness, so was certain as to its Quality. It was easie of Delivery. It was of the same value in one Place that it was in another; or differ’d little, being easie of carriage. It could be kept without Loss or Expense; taking up little Room, and being durable. It could be divided without Loss, an Ounce in four Pieces, being equal in Value to an Ounce in one Piece”.

(Law, 1966).
7.2.2. Influence.

Viewing money as a medium of exchange that develops from commercial interactions between individuals makes these specific properties important. Jevons (1875) also notes the importance of low storage costs and low exchange costs to the properties of money objects. It is then of no surprise that this theory of the origin of money is closely linked to the metallist approach to money which allocates a key role of silver and gold to money. Goodhart (1998) indeed combines ‘Metallist’ theory which views “that the value of currency depends primarily, or solely, on the intrinsic value of the backing of that currency” and ‘Mengerists’ who see money “as having developed from a private sector cost minimization process to facilitate trading” together as M-form theory (Goodhart, 1998). Lau and Smithin (2002) denote this combination as ‘catallactic’ theory, bringing together the belief that money developed as a means to overcome transaction costs of barter which naturally led to the use of precious metals. Here the intrinsic value of the material is important in giving backing to the value of the currency and people’s belief in it.

Economists formalized and improved these classical theories by means of mathematical models and technical definitions. Jevons (1875) introduced the idea of a required and unlikely ‘double coincidence of wants’ between the barterers and the usefulness of money was extended beyond a medium of exchange to a measure of value and a means of subdivision. The inconveniences associated with a situation of barter went from mere frictions to costs (Hicks, 1935) and were subsequently labeled ‘transaction costs’ (see Klaes, 2000 for a history of the term). Economic models were developed to illustrate the need for money either by introducing a certain friction or uncertainty that results in money or by the optimization of agents who avoid the costs of not using money (Kuper et al., 2001); both mechanisms stem from the barter origins of money. Kiyotaki and Wright (1989) formalize the argument that money use derives from barter in equilibrium models. They show how a medium of exchange arises endogenously from the story’s situation of high transaction costs, when specialized individuals meet randomly to trade bilaterally. The original ‘story’ of a barter economy is elaborated upon extensively by economists. This view on the origin of money plays an important role in general economic theory as we will also see in Chapter 8.

The commercial or trade view on the origins of money has been very influential in history. I have presented the Metallists, who have provided the predominant approach to money (Goodhart, 1998), and allocates great value to precious metals such as gold and silver. It has had various negative effects, such as simulating the cutting and trimming of coins because they are valued according to their metal content and not simply because they are money. This belief in physical value has survived up to recent times where the price of gold increases significantly when there is high uncertainty in the market (e.g. during an economic crisis). As societies developed in the form of for example the Greek City States, and trade developed, merchants frequently also entered the business of banking and money creation together with goldsmiths. Private entities created currencies and the market was the determining factor as to which thrived. In the era of trade capitalism this merchant banking bloomed, giving rise to some of the largest banking families such as the Medicis, Fuggers, and later the Rothschilds. In recent decades this interpretation of money has also been very visible. The gold standard was for example still in place until 1971, and controlling the money supply and targeting a certain inflation rate has been standard policy for many decades. Indeed a distinctly private approach to money has been taken, which assumes that rational market forces will correctly regulate the money supply.
7.2.3. Critique.

There are a number of limitations to this theory due to the assumptions it makes (see for example Ingham, 2000). Three main critiques are given here:

- It requires a certain level of development which did not exist yet;
- Barter rarely occurred in early societies;
- It is unclear how the unit of account is settled.

Firstly, in order for money to develop from the need for a means of exchange in this manner, one “presupposes high levels of development” (Zarlenga, 2002, p.10) such as private property, contracts, and an enforcement of these (Graeber, 2011). Hart (2005) also argues that the degree of social complexity required for such developments, including a widespread and common understanding of the idea of a contract, of private property, and of equivalence, was not yet in existence.

Secondly, some academics claim there is no historical, anthropological evidence of barter as a method of allocating goods and services: “No example of a barter economy, pure and simple, has ever been described, let alone the emergence from it of money; all available ethnography suggests that there has never been such a thing” (Humphrey, 1985). Graeber (2011) presents different examples of peoples including the Iroquois, the Nambikwara in Brazil, and the Australian Gunwinggu, where exchange takes place without money and rather through elaborate public ceremonies between bands. During these ceremonies (mock) aggression and hostility existed side by side with shared pleasures such as dance, music, feasts, and sex. Trade was undertaken here, in a way that blurs the boundaries between our economic and social sphere. For example, as explained by Graeber (2011), if a Nambikwara band in Brazil identifies another, they will propose a meeting. Women and children are hidden in the forest before the men of the other band arrive. The chiefs of each band speech to commence the festivity, after which there is singing and dancing. Subsequently, trading occurs by one individual praising a good he wants, after which he critiques it to be able to make a good deal. The actual exchange occurs with force, often resulting in disputes. A feast concludes the event, the women return, and the festivities continue. In these cases of direct exchange, the parties were either enemies or strangers (Chapman, 1980; Heady, 2005) there was not a continuous relationship. Alternatively, barter occurred in periods after money had been introduced in a society but a sudden lack of liquidity resulted in a barter economy (Hart, 2005). That a reversion to barter after money has existed can be seen in recent times in nations such as Argentina and Greece where a lack of a stable currency or access to liquidity forces individuals to exchange in other ways.

The origins of the word ‘barter’: “to trick, bamboozle, or rip off” (Servet, 2001), indicate the negative connotation associated with the exchange. Initially, groups living together shared everything, a time of ‘total services’. As these groups expanded, exchange between individuals developed. Such exchange, between individuals that have more stable relationships, was not market driven however, it was rather executed through social conventions such as gifts (Mauss, 1990) and credit systems (Graeber, 2011) based on trust and obligation. It is only from here that market exchange developed: with individual contracts, of sale proper, with prices and money (Mauss, 1990).

Thirdly, there is no clear description of how a unit of account was settled upon in this theory (Ingham, 2004a). ‘Market forces’ may be the traditional explanation; however, these would require an “equilibrium vector of relative prices, all of which can be denominated in the single numéraire”
(Wray, 2004) but this requires extensive specialization which would be risky (one would rather diversify) in an underdeveloped market. Maximization of individual utility therefore unlikely led to the development of money.

Money, according to these authors rather has social or religious roots which are further considered in the next two sections. It is based in spheres of interaction which will be examined in the following sections. These claim to have existed long before the market. Alternatives for the origin of money and exchange as given by Mauss (1990) in the form of the ‘exchange-gift’ would personalize a concept which most Economists prefer to keep depersonalized and dissociated (Hart, 2005).

7.2.4. Conclusion.

Tracing the origins of money back to commercial interactions – barter and trade, provides the basis for the market economy of isolated individuals. This theory of the origin of money is widely adhered to in economics. Other disciplines have critiqued this approach, for a variety of reasons including a lack of anthropological evidence and unexplained assumptions. Nevertheless, if one surveys how the general public thinks money developed, they will commence with the story of barter (Keen, 2011). Human nature is seen to result in a “propensity to truck, barter, and exchange one thing for another” (Smith, 1776) for mutual interest. The roots of money lie in individuals obtaining what they knew would be most easily accepted by others in a process of exchange based on rational private incentives.

7.3. Sacred / religious origins of money.

7.3.1. Mechanism.

Mainly anthropologists have put forth a different theory on the origin of money which stresses the function of it as a unit of account and means of payment, not as a medium of exchange. Theories can be divided in two main strands, the first: religious or sacred origins, are explored here and the second, social origins, in the next section. Important work is by Laum (1924) who explores these religious origins of money in detail in his work Heiliges Geld and Hudson’s various writings on Mesopotamia. Religion played an extremely important role in the ‘economic’ life of primitive communities, with various taboos, rules and distributive decrees that consumers and producers had to abide by (Einzig, 1966). It is therefore plausible that these factors are likely to also have influenced the development of money.

Laum (1924) attributes money to sacrifices or tribute to Gods and payments to priests. He also traces back the use of cattle as a unit of value to religion – the absolute value – rather than market exchange. Davies (2002) confirms that cattle played a role in religion before they were seen as ‘money’. He also presents other evidence that religious obligations as well as ceremonial and religious rites were important factors in the development of money. Similarly pigs were originally used as religious sacrifices but gradually became the unit of account in the credit / money system of the people of New Hebrides in the South Pacific (Einzig, 1966). Anticipation of future sacrifices or
blessings, and payments for those already received in the form of accounts priced with for example cattle, pigs or as discussed below grain, would seem to be another natural explanation of the evolution of money.

Lietaer (2001) also describes the magical history of money. He presents the use of the Sumerian shekel as payment to farmers who offered a bushel of wheat at the temple of the goddess of life, death and fertility. It could then later be used for sacred intercourse with temple prostitutes during festival time. Hudson (2003, 2004a, 2004b) indeed traces the roots of our money to Sumerian and Babylonian temples in Mesopotamia (3,000BC) where money was developed for sacrificial debt, interest, and rent payments as well as tax-like payments for public ends. Wray (1999) describes how these sacrifices commenced as commodities – for example 10% of the village production of barley– but gradually evolved into a money system of accounts and payments once the temple’s demand for this single good was saturated.

Hudson and van de Mieroop (2002) provide evidence that the temples developed money as an accounting tool in which to denominate grain deliveries (taxes) to the temples. The ‘mina money unit’ was developed, equivalent to 7200 grains of barley which is a bushel or about a pound of barley. This money was in the form of clay shubati tablets in Babylonian and Sumerian temples (Graeber, 2011) which were “either stored in temples where they would be safe from tampering, or they were sealed in cases which would have to be broken to get the tablet” (Wray, 1999). Those that were not stored circulated as means of payment – money (Innes, 1914), and debts could be cancelled by providing such a case; it would then be broken.

An alternative to commodity payment in livestock or grain was by direct human labor. ‘Laborer-days’ were a measure of the number of days a certain number of workers worked with which duties could be paid (Nissen et al., 1993). The shekel derived its value from these three social standards. One shekel was worth a month of labor, while three hundredths of a shekel was worth a liter of barley (Hudson, 2004a). This origin of money lies in the norms and needs of a society ruled by a religious authority.

Sacred temples, guilds and brotherhoods were in a sense similar to today’s government and thus closely related to State theories of the origin of money (Knapp, 1905). Hudson (2003) finds that “temples and palaces needed a standard in which to price the flow of rations and raw materials to their labor force (war orphans, widows and other dependents) and workshops” resulting in the development of money. The value of the shubati tablets in circulation (essentially early monetized IOUs) was by their origin (grain deliveries to the temples) dependent on the therefore placed ‘taxation’ level. The link between religious and social or State origins of money is also laid in primordial debt theory as extensively presented in Graeber (2011). A belief in an eternal ‘primordial debt’ to the Gods for one’s existence results in constant sacrifices, and “everywhere, money seems to have emerged from the thing most appropriate for giving the gods” (Graeber, 2011). This debt was interpreted by Ingham (2004b) to be a “debt to society” and eventually to the State as its representative. Social and State theories of money are discussed in the following section.
7.3.2. Influence.

The role of religion in money extended far beyond the earliest temples. Redemption by means of sacrifices to religious instances is still common today. In Europe, the Church has historically dominated life quite significantly. The close relation between the Church and State has also meant that members of the Church were at different times and locations very proximate to the minting of coinage and in some cases even ordered it. Financing particular religious undertakings such as the Crusades also positively affected the development of the banking industry and money. In the Middle Ages, tithes were paid to the Church and peasants worked on the institution’s land. In turn, the Church provides a variety of services, including physical services such as aid to the poor but also immaterial services such as salvation, forgiveness and sacred ceremonies. The Church today still plays a similar, though somewhat less dominant, role in society. However, perhaps due to the decreased importance of religion following the Enlightenment, the sacred / religious approach to the theory on the origin of money, has had little influence on the general public’s perception of money (Graeber, 2011).

7.3.3. Conclusion.

In sum, as shown in Figure 40 the ultimate nature of money according to this theory lies in the ancient human fear of the supernatural (Einzig, 1966) which preceded markets and States.
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Figure 40. Diagram of the Development of Money from Sacred / Religious Beliefs.

This fear resulted in the development of sacred beliefs and reverence for ‘Gods’. Temples were established where one could pay tribute, present sacrifices, and make payments to priests. The temples subsequently developed ‘money’ as a unit of account to measure these different payments. This development also aided them in the public function they had in providing for the community. This theory stresses the institutional character of money as a unit of account instead of as a means of exchange or trade money. For this thesis, it is not so much the religious aspect that is important, but the collective character of money that this theory emphasizes. It places an important role with a single institution – be it a temple or a government, in organizing, guiding, and aiding society. This interpretation can be valuable today, in a time where the public nature of money is little understood or considered. However, such a top-down approach also provides room for misuse of power, and thus requires careful consideration, checks, and balances. Finally, it was monetized debts to the
temples which were used as money. Bezemer (2012) argues the same principle still holds today, but that instead of temples issuing this debt-money, commercial banks do. This mechanism will be further explored in Chapter 9.

Sacred / religious origins of money emphasize the institutional character of money as a unit of account, which developed due to shared beliefs and associated duties.

7.4. Social / State origins of money.

7.4.1. Mechanism.

Research on the religious or sacred origins of money was largely based on historical anthropological evidence, and stressed the function of money as a unit of account and means of payment. Research that presents the social origins of money takes the same approach; however, it attempts to return to a time without any institutional environment such as religion or an economic market. The State approach to money then chronologically follows the social origins of money, as an institutionalization of ‘society’ – they are thus not the same! Money is first considered to have developed for social ceremonies and interactions such as bride and blood money for injuries or deaths, a type of compensation schemes that played a role in maintaining honor and compensating degradation or harm (Graeber, 2011; Zarlenga, 2002). Beliefs (versus institutionalized religion), did play an important role in this process. Money was not developed for trade purposes as Wray (1999) states: “There was no need of a medium of exchange or even of a numeraire since the exchanges were fixed by custom”. It rather had a key social purpose as a unit of account and value in relationships. Over time, these social relations developed into a State. In later periods where the State had the role of a ruler (e.g King), it also originated money top-down without this gradual development. The focus here is on the origins of money, but note that the State’s later role in, and use of, money, can be seen separate from its social, community origins.

Innes (1913, 1914, 1932) and Grierson (1977) base their analysis of the social origins of money on the fact that there will naturally be violent individuals in a society which must be dealt with to avoid revenge and blood feuds. ‘Wergild’ money enabled the establishment of a compensation ‘price’ to evaluate personal injuries (harm to oneself or to one’s family) and settle such disputes (see also Goodhart, 1998; Einzig, 1966). The practice of such inter-personal payment or compensation schemes (see Kleiman, 1987 for more specific examples) spread to other interactions: bride-prices or bride-wealth, slavery (the ultimate payment – oneself), and the trade of goods or services. These payments thus essentially rose out of obligations towards each other, either because of something positive someone has done for you, or something negative: “the debt is incurred not as a result of economic transaction, but of events like marriage, killing, coming of age, being challenged to potlatch, joining a secret society, etc.” (Polanyi, 1957). If payment through direct retribution is not possible (e.g. “sister exchange” or “life for life” (Quiggin, 1970)), an alternative payment is required.

This is where money enters. It enables such settlements and can even be an acknowledgment that the debt cannot be repaid at all (Rospabé, 1995). In addition, Quiggin (1970) gives various examples of how gifts were first custom, but gradually formalized and standardized by means of value scales leading gradually to money. Graeber (2011), names these developments of money as ‘social
currencies’ and ‘human economies’. He provides various examples where money is related to honor (p.171), degradation (p.189) and harm (p.173). These are exchanges in the social sphere which rearrange human relations, rather than exchange goods and services in the commercial sphere. Debts were generally seen as something negative as can be deduced from linguistics. The origin of the word debt in many languages corresponds with that of guilt – e.g. *schuld* (Hudson, 2004b). Nevertheless, they played a vital role in maintaining social relationships. The debts essentially kept relationship in societies going because “It’s precisely when the money changes hands, when the debt is cancelled, that equality is restored and both parties can walk away and have nothing further to do with each other” (Graeber, 2011).

Compensations were decided upon, charged, and enforced by the community through public assemblies, not through negotiation between individuals (Innes, 1932). As societies grew, became more formalized, time went by (fines were passed on by generation), and more and more payments were made, these were centralized. “Tithes and tribute thus came to replace wergild fines, and fines for ‘transgressions against society’, paid to the rightful ruler, could be levied for almost any conceivable activity” (Wray, 2004). Gradually wergild became payment to an authority which acted as a mediator (Peacock, 2004), arguably the beginning of what we today know as a system of taxation and the State. These developments are a part of the formation of the first States. The centralization of authority came together with sedentary agriculture, writing, property rights and inequality (Giddens, 1987). Money developed alongside the transition from an egalitarian society to a stratified society with a ruling class (Henry, 2004).

This bridges the social and State theories of money’s origins. Note that the State should not necessarily be interpreted as a democratic institution. It was then a coercive central autonomous authority enforced by the strongest inhabitants (Cohen, 1978). The theory of State origins of money are largely influenced by Knapp (1905) and covered in Wray (2004). These have become part of the Chartalist school of thought, which sees money as an institution of the law: “They (the political economists) have been taught to look upon money as so much metal, whereas it is plainly an institution of law. It is as though measures of length and volumes were regarded as so much wood, because it has been found convenient to make yardsticks, pecks and bushels of that material” (Mar, 1895: 78). Here we delve deeper into the State origins of money, separately from its Social origins.

Money is seen to have been developed for a large part due to actions of the State and of which the value and use is based on the power of the authority that issues it and not on any intrinsic worth (Goodhart, 1998). This is mainly due to difficulties in verifying how much commodity or metallist money is worth (Alchian, 1977). When it is guaranteed rather by State sovereignty than content, there are lower identification costs as one no longer has to go through the difficult process of value determination (e.g. weighing, determining quality of the metal, etc.). These costs were similarly low in the time when money was a natural part of societal relationships as described above, but as communities grew beyond a certain point State certification was formally able to replace this mutual trust and understanding. Note that those scholars that adhere to commercial or trade origins of money such as Locke (1689), Smith (1776), and Menger (1892), reject money as a creation of the law or by government, in favor of its natural development through market mechanisms. Social and State theories rather claim there is nothing natural about money. The State, in its earliest form – the people, choose what to use as money. Essentially, these two diverging theories can be reconciled in
that it is individuals acting in exchanges who determine what is used as money, at some points in time represented by a State who through taxation guaranteed the value of money.

Recall also the link between State and religious origins of money – temples in this sense may be seen as antecedents of the State. The development of taxes initially in-kind (goods or labor time), but later in some form of money, is seen in both cases. This reduces the transaction costs of government as they can buy and pay in money instead of with a large variety of commodities; it enables higher taxation, creates a demand for money, and provides the government an extra income: seigniorage (Goodhart, 1998). According to this theory, money was introduced in order to reduce the need for ancient rulers to demand goods and services directly from their populace, for their soldiers. This encouraged the development of markets – ‘States’ preceded money which came before the existence of extensive markets! (Graeber, 2011). Before money, the State’s methods of resource allocation were rather based on political expansion, war, and theft, not on trade. From this perspective, money functions to activate the production of goods and services, to facilitate their transfer, in particular to the State in the form of taxes (Jaikaran, 1995). It can force peasants into more productive and extractive work, in the search for that with which to pay (Graeber, 2011). Money can be a tool of empire or State, not unlike a language, by which a central authority attempts to control or stimulate its people (Scott, 1998). In colonial times, colonists frequently imposed a tax only payable in the colonial currency forcing subsistence farmers into the cash economy and enabling the extraction of revenues (Ake, 1981; Rodney, 1981; Amin and Pearce, 1976).

The State accordingly has two main functions in relation to money: the first as an issuing party, and the second to finance public or elitist-private works (including war) and stimulate a monetary market economy through taxes. Consider here the early civilizations of Egypt, Greece and Rome. These relationships between money and the State have altered since the Middle Ages as private (merchant) banking gained dominance. In the United States this has historically taken the form of struggles as to who (commercial banks, the central bank, or the State) is given the authority over the creation of money, while in Europe there have been intricate relationships between governments and large banks especially when it came to financing war. The profitability of lending to the State, who in essence had its population as collateral, was clear to various bankers in history. This commenced the complex public-private dilemma that surrounds monetary discussions, as reflected today in for example the general conviction that government and their central bank must be distinctly separated. The historical role of the State in the creation of money has been of great influence on policy today.

7.4.2. Conclusion.

In sum, money from this point of view is a social construct, determined by social relations which are different from commercial relations in that they are based much more on hierarchical power (Ingham, 2000). Figure 41 presents a basic causal loop diagram illustrating the Social and subsequent State origins of money. Note the relationship between ‘Social debt and credits’, and ‘Taxation’ – both are debts to society, which brings these theories together.
Money’s origins here lie in basic human interactions: the need for conflict resolution, partnerships and contracts, and the settlement of debts, before any market, religion or State existed. These then developed later on. The social nature of money results from the extensive variety of social practices (Zelizer, 1989). These can be positive social credits (love, marriage, friendship), but also negative (injury, murder, theft) social debts. These need to be compensated, and a standardization of this system of compensation easily results in money. As population grows and a central authority develops, denoted here as a State, payments are made to it instead of to individuals. The State plays an important role in providing the backing for the money used and establishing a positive feedback in the use of money. As it demands more payments from its citizens and spends more, there is more standardization and trust, and thus also more use of the money.

Going beyond this theory, it is also “part of a broader challenge to neoclassical economic theory ... economic processes of exchange and consumption are one special category of social relations ... interdependent with historically variable systems of meanings and structures of social relations” (Zelizer, 1989). Money has developed from organizing inter-personal relationships, to organizing community relationship, and subsequently those within a State. Similar to the theory of religious origins of money, an important collective or public role is associated with money in this theory. It has the result that “attempt to separate monetary policy from social policy is ultimately wrong” (Graeber, 2011). This would imply that monetary policy cannot be reduced to simple policy rules and technocratic price stability, while for example the Euro attempts this.

**Social / State origins of money** emphasize the public nature of money as a unit of account, which developed from collective interpersonal social relationships, later formalized and centralized.
7.5. Conclusion and discussion.

7.5.1. No single origin of money.

This chapter has given an extensive inventory of theories on the origins of money. The academic world is not yet in agreement as to which origins were most important and their interaction. As mentioned at the start of this analysis, it may indeed be the case that such knowledge will be lost “in the mists of time” (Keynes, 1930, p.13). It most likely that there is no single explanation, and that the development of money was a co-evolution of several of the aforementioned factors as well as others depending also on the geographic location. Indeed there are various overlapping elements between the theories.

For example, commercial and trade origins overlap with the Social / State origins of money in that they both focus on the material aspect of money, which both the market and State provide. They also both recognize the importance of individuals in defining money, although diverge significantly in their subsequent conclusions because social/ State theories merge these people into a central authority represented by the State, and adherents to the commercial and trade origins of money rather continue to emphasize the individual. Social / State origins of money overlap with sacred and religious origins of money as both are based on interactions as a part of collective society, instead of focusing purely on the individual. Commercial / trade origins are similar to sacred / religious origins in that money evolved under uncertainty in trade and production, to be paid in the former theory to the supplier and in the latter to some supernatural form in the hope of a good harvest and general well-being. A unique common denominator in all three theories is the element of guilt, or debts. This is the basis of Graeber (2011), who finds that debt, of which credit is the natural counterpart, has played an important role in history. Keynes also took this approach, stating that “a money of account comes into existence along with debts, which are contracts for deferred payments, and price lists, which are offers of contracts for sale or purchase” (Keynes, 1930).

7.5.2. A common denominator of the three theories: debt.

Firstly, from a trade perspective, money is required to overcome intertemporal mismatches between producers (supply) and consumers (demand) and bridge the time between deliveries (Gardiner, 2004). Secondly, the religious explanations of money are based on the belief in a primordial debt to ‘God’ for one’s existence. Sacrifices and payments were given as a way to acknowledge this debt. Thirdly, the social origins of money, from blood money or marriage money, derived from individual
debts to each other. Later, both the religious and social debts influenced the development of a State. It imposed taxation as a debt to the State, in its earliest form representative of ‘society’ and later merely imposed by force as an extractive and controlling institution.

Furthermore, money in all theories is the unit of account. Graeber (2011) then poses and answers the question as to what this unit is measuring: debt. Under this Credit Theory of money (Innes, 1914), money can be seen as a liability, an IOU, “a claim upon society” (Simmel, 1978): be it a good, a service, or a social interaction. Debt/credit systems in various forms preceded money and were not an option discovered later on; money is rather a category of credit (Bezemer, 2012). Graeber (2011) gives an extensive overview of this inference that there was first credit, and then money (let alone coinage, a form of money which is beyond the scope of this paper but see Cook, 1958 for more details).

7.5.3. Summary of the origins of money: a worldviews approach.

Each of the theories has different implications for how we see money today, how we use money in our daily lives, and how policy-makers strategize monetary policy. These different perspectives also value the communal and material nature of money differently. They reveal different value orientations, human and economic. This can be summarized by mapping them in accordance with worldviews as seen in Figure 43. A worldview is “a combination of a person’s value orientation and his or her view on how to understand the world and the capabilities it offers, the lens through which the world is seen” (van Egmond and de Vries, 2011). The different theories on the origins of money each emphasize different aspects of money. These ideals can each be linked to a worldview. Given the above analysis I believe it best to separate the social and State origins of money, at least in their purest forms. By this I mean firstly, when the State represented society at large while the Social origins were largely communal, or secondly, when the State became an institution imposed top-down (while social origins stress the bottom-up development of money).

![Figure 43. Origins of Money Mapped on to Worldviews.](image)

Although one may be tempted to add a chronological ordering to these different origins of money and quadrants, it must be stressed that these are complementary theories, and that in history each view has been adhered to multiple times in no particular sequential order, and even simultaneously. Only the Social/State origins which were discussed as one theory were proposed to have a chronological order.
The social origins of money lie in the interaction between individuals at a very communal level. Concepts such as ‘Wergild’ were discussed, and money takes on a role to enable inter-personal payment and compensation in small communities. This started off largely immaterial, such as payment for personal injury or marriage. Over time, these social relationships were institutionalized and one drifts towards the third quadrant. Today, various communities have similarly established their own money system. Indeed, various proposals for monetary reform lie in this quadrant (see for example Lietaer, 2001). These proposals stress the need to develop a greater diversity of monies that have different natures and do not all stimulate material growth and individual enrichment in the way the current monopolistic currency does. Considering that all the origins have debt in common: debt to other individuals, debt to God, and debt to society as a whole, this interpretation of money may reveal a debt to one’s local community. More local money systems such as Local Exchange Trading Systems (LETS) are proposed in various forms, in an attempt to better fulfill the very different functions that money has.

In the second and third quadrant lie the State, and sacred / religious theories respectively. Of course, all money will have commenced locally, but these theories emphasize the institutional, collective nature of money rather than its use solely between particular individuals. The purely sacred interpretation is immaterial. Money developed out of a need for a sense of security, as the individual was overwhelmed by the Other, the world, and thus developed a spiritual world for reassurance. This is the second quadrant. Only when explicit authorities and formal systems of payment developed this became more materialistic. This interpretation is associated with progress, and an economic development approach to society instead of religious. The Charlatist view is the culmination of this interpretation of money, money owes its value to the State, which it maintains through taxation. It belongs in the third quadrant. Again, although the Charlatist view is not associated with physical money, the material aspect can be seen in the provisions of the State for its populace. The two collective quadrants reflect anthropological evidence, which reveals that monetary units were based on grains (Wray, 1990) and set equal to a monthly consumption unit (Hudson, 2004b). This means that the unit of account was not individually optimized in a market process of various private exchanges as economic market theorists assume, but socially determined according to collective needs.

The trade and commercial origins of money lie in the fourth quadrant. These result in a private approach to money, where money is a medium of exchange and thereby does little more than ease the transactions we make in daily life. Money developed from ambition, as individuals specialized and diversified their activities. There is a strong bias towards physical commodity money as promoted by the Metallists. This non-metaphysical, individual approach to money is most influential today, despite the majority of money not being (related to) a physical item anymore. The material aspect is found in the market orientation of the trade and commercial origins of money. It reveals itself today in an ever increasing economic growth, consumption and exploitation as seen in Chapter 3. The market stimulates individual material growth and competition, but as society as a whole develops, individuals continue to want more to have a more optimal situation relative to others (Hirsch, 1977).

Today, the diverging interpretations of money are apparent in the introduction of the Euro for example. Goodhart (1998) presents an interesting analysis of how market versus State origins of money have different impacts on the implications for the European Union (EU). The common
currency was an explicit way to further unite Europe (Risse, 2003), as opposed to the independence that local or national money generates, but it also had significant commercial benefits. States attempt to signal unification in various centrally planned ways such as a common language or a monopolistic currency; however, these efforts frequently fail due to a lack of understanding of the complexities in the system and ignorance of local situations as well as practical knowledge (Scott, 1998). As the concept of worldviews also points out, we must be weary of such extreme approaches, which the money system is an example of. Beyond these most simple implications, the social origins and meaning of money are less explicit in the economic world of today (Klamer and van Dalen, 2000).

Each of these ideals have their limitations and may be better as complementary currencies, individual, collective, and governmental initiatives that can materialize at different scales as a true monetary ecosystem (Lietaer et al., 2012). A more integral worldview is required, at the model’s center that incorporates the various aspects of each quadrant in a sustainable synthesis (van Egmond and de Vries, 2011). Such an interpretation could yield an understanding of money that is more diverse, and thereby balances the extremes (i.e. individual-collective and material-immaterial), accepting and bringing together the different functions of money. The worldview approach helps us to understand the potential multiple functionality of money as well as the search for a common understanding. In the debate on the true origins of money, it is most likely that all theories have something of substance to add to an optimal interpretation of money.

In conclusion, while history has revealed different divergent interpretations of money, its origins most realistically lie in a gradual convergence of different social practices, religious traditions, and economic habits over time. Money’s origins lie in the settlement of debts and obligations, be them private, religious, or State induced. These phenomena do not necessarily exclude each other. Both Davies (2002) and Graeber (2011) explicitly state this. The variety of different forms of money, times in history, and locations across the world in which the development of money has taken place also logically suggest that there is no one all-explanatory factor. In the end, it all depends on how you define ‘money’, and how you define the theories you investigate.
CHAPTER VIII – DEVELOPMENT OF ECONOMIC THEORY, THOUGHT, AND MODELS OF MONEY


Money is a vital ingredient in our current Economy – for wage payments, to pay for the goods and services we buy, to facilitate investment in new technologies, and to enable specialization and trade. However, money does not play the same role in theoretical models of the economy. There exist divergent views on money between modern economic schools of thought. This chapter presents the development of economic thought on money since the time of Adam Smith. The varying assumptions that individual schools make, each result in a different role for money in the economy, which is subsequently reflected in their theories and models. This chapter is organized according to whether the school of thought finds that:

- Money is neutral;
- Money is neutral in the long-run, but not in the short-run;
- Money is not neutral.

Although there is not a formal chronology in these interpretations, they do generally build on each other. The assumptions of each model are reduced starting with a basic equilibrative model to more elaborate ones that attempt to take into consideration more elements and time periods. The role of money follows from each school’s assumptions. First, there are those theorists whose assumption that markets equilibrate by price adjustments result in the theory of ‘money neutrality’. These are a variety of classical economists, ranging from the original classic school of Adam Smith to New Classical Economics. Neutrality entails that money is a mere intermediary lubricant in the economy and does not influence its real workings – i.e. what is produced or consumed; neither in the short-term nor in the long-term. Second, there are Keynesian economists, as well as Monetarists, who find money to be influential only in the short-term because they assume that prices and wages do not instantaneously adjust. In the long-term, these adjustments are assumed to automatically occur, from which follows that money is again neutral. This implies an inherent stability in the system and that inflation is mainly a monetary phenomenon. Finally, a third school assumes that individuals cannot reliably predict their future income because of an uncertain future and that not all nominal magnitudes adjust in price in the long-run (namely, the level of debts do not). These assumptions yield that money is non-neutral in both the short- and long-term. The main school of thought associated with this view are Post-Keynesians, although the Austrian school also studies the influences of money on the real economy in the short- and long-run.

In this chapter, each paradigm is described historically, including the most important economists associated with it, theoretically by means of a description and the main economic model the theory is based on, and analytically as to whether their predictions correspond with reality using published empirical evidence and critiques. Note that simplified models are presented, and there will always be a discrepancy between how the associated schools of thought judge reality, and what is presented in the formalized models they utilize. Nevertheless, those presented are considered to be the most representative of the view. Concluding remarks will summarize the schools of thought in a chronological overview, and present the preliminary consequences of each view for the research question of this thesis.
8.2. Money has no effect in the short- or long-term on the real economy.

8.2.1. Introduction.

'Money neutrality' has been the dominant interpretation of money in Economics, based on the work of Classical Economics. From the 1970’s this has evolved into New Classical Economics, but the result that money is of no influence on the real economy remains. This is based on three main assumptions. First, the assumption that prices are flexible: able to adjust both up- and downwards. Second, it is assumed that the supply of goods and services will create a demand for these in the aggregate through the generation of income. Third, the Classics assume household savings equal investment expenditures in the aggregate, equilibrated through flexible (point 1) interest rates. Behind these assumptions lies an interpretation of humans as rational economic agents who maximize their known utility under perfect information. The assumptions imply that markets are competitive and efficient. They will equilibrate by price adjustments so that any change in the quantity (stock) of money cause a proportional change in the nominal prices of goods and services (i.e. inflation or deflation), wages and exchange rates. Real (relative) prices, employment levels, investment, and GDP remain unchanged (Patinkin, 1987). The increase in both prices and income by the same factor yields no change in demand; this is known as the homogeneity (of degree zero) in prices of the utility function. The following section will elaborate upon the advocates of this theory, the terms and theories of the paradigm, and the main models that are consequentially employed.

8.2.2. Classical Economics.

Classical Economics is one of the first modern schools of economic thought with its roots in the works of Adam Smith (1776) and David Ricardo (1817), amongst others. The free market is deemed as an efficient way to allocate resources as markets clear through the adjustment of relative prices and rational agents that maximize their utility. This yields a self-regulating mechanism, an ‘invisible hand’, that should be distorted as little as possible in order to function effectively. It follows that government intervention should be limited to enforcing contracts, property rights, and (perfect) competition (Ekelund and Hébert, 1990). In addition, the economy is analyzed from a general equilibrium (Walras, 1874) and supply-side perspective to which a corresponding demand naturally exists – Say’s Law (Skinner, 1967). Classical macroeconomic theory is based on an aggregation of microeconomic behavior and the associated assumptions of homo economicus.

Classical theory lays the fundament of Economics, as "the study of how men and society choose, with or without the use of money, to employ scarce productive resources" (Samuelson, 1955). It follows that money is neutral with respect to economic outcomes; it is a mere catalyst of exchanges that would have occurred anyway. This is illustrated with the Quantity Theory of Money. It states that the money supply has a direct, proportional influence on the price level and thereby results in the money neutrality denoting that nominal variables do not affect the real sector (Mill, 1848; Lucas, 1996). For example, if the money supply increases by 10%, the Quantity Theory of Money states that the price level of goods, services and wages will similarly increase by 10%. No-one’s real income or
expenditures have changed, and therefore neither will demand nor supply. The real sector is thus not affected by changes in the money supply.

8.2.3. New Classical Economics.

New Classical Economics developed in the 1970’s but remained very similar to the Classics. They retain a general equilibrium model with perfectly flexible prices, cleared markets, and true prices. Rational expectations now determine the optimization behavior of individuals; wrong expectations or voluntary changes in demand and supply can result in temporary economic fluctuations (Barro, 1989). What is important is that decisions are made to maximize utility entirely based on real factors, giving money a purely enabling function in the economy.

Money neutrality was emphasized quite specifically by various Classics including John Stuart Mill: "the relations of commodities to one another remain unaltered by money" and "there cannot, in short, be intrinsically a more insignificant thing, in the economy of society, than money" (Mill, 1871). The principle has also been denoted as a “veil of money” (Pigou, 1949). For a more extensive analysis of the history of the term see Boianovsky (1993). This ‘garb’ or ‘veil’ lies over the economy, enabling it to function, but with no effect on it. The veil can simply be removed for economic analyses, focusing purely on the real economy. Compared to the principle of money neutrality, the concept of the veil of money relates more strongly to the question as to whether money is a commodity. Classical theorists adhere to the commodity nature of money. This assumption means that money is led by the laws of demand and supply. Classical theorists also assume the economy is made up of rational agents which makes the market perfectly efficient; it always clears. An equilibrating demand and supply of money induces money neutrality in the same way as the Quantity Theory of Money explained. An increase in the supply of money, will decrease the price of money in terms of other goods, and thereby increase the nominal price of all goods and services, maintaining equilibrium and leaving the real economy unaffected. Note that the price of money and the general price level of goods and services in the economy are each other’s inverse.

8.2.4. A Model.

Many economic models make this assumption, especially in the long run (see next section 8.3): “All the models we have seen impose long run neutrality of money as a maintained assumption ...” (Blanchard, 1990). The main model utilized is the Fisher model which formalizes the Quantity Theory of Money as proposed by both Mill (1871) and Hume (1752). Fisher (1911) algebraically presents this theory with his equation of exchange:
\[ M \times V = P \times T \]  

(2)

\[ M = \text{total money stock} \quad V = \text{velocity of circulation} \quad P = \text{price level} \quad T = \text{number of transactions} \]

This identity states that the total quantity or stock of money multiplied by its velocity of circulation, equals the price level multiplied by the number of transactions in the economy. Since all transactions are measured by gross domestic product (GDP), this variable was later substituted for the aggregate real output (Y) as measured by real GDP.

\[ M \times V = P \times Y \]  

(3)

The equation assumes that money is necessary to undertake transactions, and that there is a stable money demand function (T/V or later Y/V). This is based on the idea that velocity of money only changes very slowly over time and that output is given in the long run by technology and production factors. Note that as seen in the previous chapter, money is seen to behave here as any commodity, with a demand, supply, and price. The aforementioned assumptions that the number of transactions (with output, i.e. GDP as a proxy) and the velocity of money do not depend on the money stock or price level, yield money neutrality (Humphrey, 1997). Rearranging the identity, and taking into consideration the stated assumption that there is a stable money demand function, i.e. a constant \( Y/V \), shows how the Quantity Theory of Money emerges.

\[ M = \frac{Y}{V} \times P \]  

(4)

\( Y/V \) is exogenous, and thus any increase in the money supply M, must result in an equal increase in the price level P (when all markets have equilibrated). A doubling of the money supply would double the price level. In the words of Friedman and Schwartz (1963): “Inflation is always and everywhere a monetary phenomenon”.

![Figure 44. Diagram of the Basic Mechanisms of Money Neutrality.](image)

Figure 44 gives a simple illustration of the equilibrating process. If one increases the money supply so that it is greater than the money demand, people demand more goods in order to sell off this extra money, resulting in rising prices until equilibrium is restored again. The result of the increase in the money supply is then an increase in the price level so that the level of real money demand and
demand for goods remains constant. The opposite, a reduction in the money supply clearly has the opposite sub-effects but the same final outcome of no change in the real quantity of money. Blanchard’s quote that commenced this paragraph, however continues with: “… This is very much a matter of faith, based on theoretical considerations rather than on empirical evidence” (Blanchard, 1990). This lack of evidence has resulted in the theories that will follow; these assign more real power to money, especially in the short-run.

8.3.5. Conclusion.

The Classics have provided the basis of the discipline of economics as is currently being taught. Notions of money neutrality remain very influential, as it is a useful simplification that eases modeling efforts. The Fisher equation of exchange is thus also mainly taught for didactic purposes. It makes analyses such as the task of Central Bankers attempting to control inflation very straightforward as it implies this can be done by maintaining a certain quantity of money. Over time, this practice was abandoned in favor of more developed methodologies that could deal with the complexities of reality that this theory simplifies. The following section considers the limitations of agents in making transactions for example that this model does not.

Money is neutral because people are rational and perfectly informed which results in market clearing and freely adjusting prices. Subsequently, any change in the money supply is expressed by an equal change in the price level leaving the real economy unchanged.

8.3. Money only has an effect on the real economy in the short-term.

8.3.1. Introduction.

Keynesianism, New Keynesianism and Monetarism make three different assumptions compared to the Classics. Three main points distinguish Keynesians from the Classics. First, prices are rigid and inflexible due to a resistance towards wage and price cuts by workers and producers respectively. Second, demand is driven by actual disposable income and not that at full employment, which is rarely reached because of the aforementioned rigidities. Third, savings and investments are not solely a result of the interest rate. Savings are determined by household disposable income and their demand to save for the future while investments are dependent on expected profitability. Humans are no longer perfectly rational agents with perfect information – they have bounded rationality. This entails that there is imperfect information and that the agents undertake biased analyses of this data because of their cognitive limitations. This limits their capacity to adjust prices of goods and services immediately and perfectly. The result is a time lag between alterations in the money supply and price changes, and equilibrating oscillations in the short-term: money non-neutrality.

In terms of the policy implications, this means that in the short-run, monetary policy can affect real variables. As an aside, Marx also will be considered. Although a classical economist, he fits into this category because his observations of the economy and related assumptions also yield money non-neutrality in the short-run. The following section elaborates on these schools of thought, presenting the main assumptions, principles, and theories of each school as well as some basic policy implications. Finally, the general model that is utilized by (New) Keynesians and Monetarists is
presented in detail, as it more clearly reveals the basic mechanisms that result in money being non-neutral in the short-run, but neutral in the long-run.

### 8.3.2. The Keynesian School.

Keynesian Economics is based on the work of John Maynard Keynes (1930, 1936). Keynes attacked the premise of Classical economics that supply will create its own demand (Say’s Law). Consequently, markets fail to clear in the short run causing, amongst others, unemployment. Public intervention, in the form of fiscal or monetary policy, can help to bring the economy to its equilibrium. Keynesians relaxed some of the assumptions of the Classics. Agents in the economy can be adaptive learners as opposed to perfectly rational and informed, effective demand is assumed to determine output and employment, and markets do not necessarily clear because individual decisions may not be optimal at the macro-level (Eatwell and Milgate, 2011). As a result, money is not neutral in the short-term, because of sticky wages and because the money supply determines the interest rate. If the money supply is altered, the interest rate changes and this affects the profitability of investing. This change in investment, according to Keynesian demand-side Economics, alters aggregate demand and thereby affects the real economy with a multiplier (Tobin, 1958). In the long-run, it is believed that these mechanisms stabilize: prices adjust and the economy returns to an equilibrium. However, in the short-run, there are some fixed factors of production for firms and wages do not adjust automatically due to contracts; therefore money is non-neutral. Keynes (1930, 1936) laid the foundation for money non-neutrality. His analyses of the economy included real but also financial and capital assets which provide income and can be bought or sold to control the associated money. By being able to store money for an uncertain future, money influences the real economy. Furthermore, investment in this economy is dependent on the different assets that are invested in, and their associated flows, as well as financing options. By including the financial sector in the real economy, Keynes commenced the theoretical trajectory towards money non-neutrality. He did not build a formal model to demonstrate his arguments, but his ideas were built on more formally by later economists such as Hicks (1937). The resulting model is discussed below. In sum, Keynes stressed the monetary nature of the economic system, which inherently allocates a role to money.

### 8.3.3. The New Keynesian School.

New Keynesian theory builds further on the sticky nature of prices of goods, services, and labor to attempt to explain unemployment, business cycles, and credit cycles, by analyzing the micro-foundations of these occurrences (Greenwald and Stiglitz, 1987). It is these rigidities that make money not neutral in the short-run. Rigidities can be due to the cost of having to change prices: menu costs, asymmetric demand due to imperfect information, or because producers want to avoid demand effects as customers may change their consumption pattern when their real income changes (Mankiw and Romer, 1991). Blinder (1991) presents and tests other reasons. Nominal rigidities such as sticky prices and wages have also recently been included in standard economic Dynamic Stochastic General Equilibrium models by (Woodford, 2003) in an attempt to improve monetary policy. New Keynesians as well as monetarists (see next paragraph) furthermore emphasize the concept of exogenous money. This defines the amount of broad money in circulation as a function of the money multiplier (influenced by the reserve ratio) and the amount of high-powered government money in circulation. By this definition, and as seen later in the model that is used by this school, an increase in
high-powered money by the central bank can influence the economy’s output in the short-run through the interest rate (Friedman and Schwartz, 1963).

8.3.4. Monetarism.

Monetarism is a branch of economic thought that specifically focuses on the effects of the money supply. Milton Friedman is a key economist in this school of thought. His empirical work on business cycles in the US revealed that the Classical assumptions associated with money neutrality, for example that if the quantity of money increases 100 times then it must be that “all other nominal magnitudes ... are also multiplied by 100” (Friedman, 1969), did not correspond with reality. Rather, the money supply can influence short-term economic activity and inflation because it affects demand. Excess money can increase the demand for goods and services (of financial assets) in the short run above the economy’s potential equilibrium output resulting in inflationary pressures (and vice versa resulting in deflationary pressures). Inflationary or deflationary spirals can result, in which the expectations of consumers and producers cause a positive feedback. Expectations of economic growth and the associated higher money supply and inflation induce workers to bargain for higher wages and firms to increase their prices to avoid the associated inflation costs (Hahn, 1980). Inflation makes it difficult for firms to plan their investments accurately, resulting in inefficiencies, increased costs for consumers, and significant redistributive effects. The costs of inflation are also known as an ‘inflation tax’. Deflation, however, also has negative effects. It is caused by a contracted money supply as experienced for example in the Great Depression, and can lead to postponed expenditure. In this manner, the money supply, through impacts on expectations and then prices, can have real output effects in the short-run.

In order to maintain economic stability, monetarists advocate credible control of the money supply and credit. Credibility is important because of the role of expectations. Friedman (1969) for example proposes a zero nominal interest rate to limit inflationary and deflationary costs to their socially optimal level. Government monetary policy is needed to ensure the exogenous supply of money matches its endogenous demand (Cagan, 1987).

8.3.5. Marx.

As an aside, although considered a classical economist, Marx (1867) also rejected money neutrality in the short-run but he took a very different approach than (New) Keynesians and monetarists. He considered the influence that money has on production, and in particular the impact that the creditors that have to fund this production have. The following quote is included for illustrative purposes, revealing with which vigor he approached the topic:

“Talk about centralization! The credit system, which has its focus on the so-called national banks and the big money-lenders and usurers surrounding them, constitutes enormous centralization, and gives this class of parasites the fabulous power, not only to periodically despoil industrial capitalists, but also to interfere in actual production in a most dangerous manner – and this gang knows nothing about production and has nothing to do with it”.

Marx (1894).

Marx also emphasized the social effects of disconnecting money from commodities. He believed the conviction of the Classics that money was neutral, was a mere method to disguise and encourage the
accumulation of money purely for monetary reasons and not for the use of the commodities by households and firms (Bretton, 1980). His analogy of standard production and consumption is C-M-C’: a commodity (C) buys another commodity (C’) with money (M). However, this can become M-C-M’ where money is used to generate more money by means of a single commodity or rather with capital. This disconnects producers from consumers, and enables individuals to allocate resources inefficiently purely for monetary gain. In this model, Marx also questions where the surplus M’-M or C’-C comes from in the M-C-M’ and C-M-C’ analogies. This can be interpreted as extra resource exploitation resulting in constant environmental degradation and resource depletion, labor exploitation resulting in increasing inequality, or an increase in productivity through technology. The role that money plays in this is given his analogy M-C-M’, where M’ > M, suggesting that an economic surplus, or profits, requires a growing a money supply.

8.3.6. A model.

Mainstream economics today is for the largest part based on Keynesian and Monetarist theory, and not on Marx. The ‘neo-classical synthesis’ has integrated the varieties of Classical, Keynesian, and Monetarist thought in the IS/LM model that will be presented in more detail below (Samuelson, 1955; Clark, 1998). The model was first proposed by Hicks (1937), in an article with a title that already explicitly emphasizes this synthesis: Mr. Keynes and the Classics. It is derived from different equilibrium output loci in the goods and financial markets, which result from alterations in the interest rate. Together with the AS-AD model (see below), we can present the view that money is neutral in the long-run, but does have a short-run effect as follows.

We commence with the goods and financial markets. In the goods market, equilibrium is defined as the situation in which production or output (Y) equals the demand for goods (Z). Demand is defined as the sum of consumption (C), investment (I), government expenditure (G), and net exports (NX) which equals exports minus imports. These factors are each dependent on a number of other variables:

a. Consumer spending (C) is positively dependent on disposable income (income (Y) minus taxes (T) which is in turn dependent on income).

b. Investment spending (I) is dependent on the level of sales (income (Y), assuming sales equal production), and the nominal interest rate (i). The first relation is positive: if a firm has increased sales it needs to increase production and thus may need additional machines or plants (investment). The second relation is negative: to undertake such investment the firm may need to borrow and a higher interest rate makes it less attractive to borrow. Note that the nominal interest rate is equal to the real interest rate plus expected inflation.

c. Government spending (G) is assumed to be exogenously chosen by government.

d. Net exports (NX) increase with income.

Net exports (NX) is dependent on income, and in an extended model also on exchange and interest rates.

\[ Z = C + I + G + NX \]

\[ Z = C(Y - T(Y)) + I(i,Y) + G + NX(Y) \]
This is equated to output such that:

$$Y = C + I + G + NX$$  \hspace{1cm} (6)$$

$$Y = C(Y - T(Y)) + I(i, Y) + G + NX(Y)$$

The relationship can be described as follows: “Production depends on demand, which depends on income, which is itself equal to production. An increase in demand, such as an increase in government spending, leads to an increase in production and a corresponding increase in income. This increase in income leads to a further increase in demand, which leads to a further increase in production, and so on. The end result is an increase in output that is larger than the initial shift in demand, by a factor equal to the multiplier” (Blanchard, 2011). Alternative to this perspective which considers the production and demand for goods, equilibrium in the goods market can also be found by focusing on investment and savings. Savings are the sum of private and public savings. Private savings ($S$) are by definition equal to consumer disposable income minus their consumption:

$$S = (Y - T) - C$$  \hspace{1cm} (7)$$

Public saving is equal to taxes minus government expenditure ($T - G$). Given a closed economy (net exports = 0), the income equation from above can be rearranged and rewritten for investment as:

$$Y = C + I + G$$  \hspace{1cm} (8)$$

subtract $T$ from both sides

$$Y - T - C = I + G - T$$  \hspace{1cm} (9)$$

recall $S = Y - T - C$

and rearrange

$$I = S + (T - G)$$  \hspace{1cm} (10)$$

Investment spending is thus the sum of private saving and public saving. This equality gives the IS curve its name: investments equals savings. By altering the interest rate, different demand curves (in the figure below denoted by ZZ) can be plotted and the IS curve can be derived. An increase in the interest rate reduces investment and output, which through a multiplier effect further decreases consumption and investment. This process equilibrates the system to a new lower level of output and demand as seen in the figure below.
We see that the IS curve is downward sloping. Equilibrium in the goods market means that an increase in the real interest rate decreases output. Any changes in factors that decrease (increase) demand for a given interest rate shift the IS curve left (right). These include an increase in taxes, a decrease in government spending or in consumer confidence.

In the financial markets, the interest rate is determined by equilibrating the demand ($M^D$) and supply ($M^S$) of money. The supply of money is given by the real money stock ($\frac{M}{P}$). The demand for money depends on liquidity demand ($L$). The alternative to holding money is holding bonds so liquidity demand gives the preference of society to hold cash instead of bonds. These (unlike money), pay a positive interest rate ($i$) but cannot be used to undertake transactions. The demand for money and bonds depends on the number of transactions you take and the interest rate on the bonds. A higher level of transactions requires more money, and given the level of transactions is likely to be proportional to income, greater income requires increases money demand. A higher interest rate increases the willingness to buy and hold bonds, and decreases the demand for money. The interest rate is thus the opportunity cost of holding money versus bonds. This yields:

\[ M^S = M^D \]

\[ \frac{M}{P} = L(i, Y) \]

By plotting a new money demand curve for different income levels, the LM curve can be derived as seen in the figure below.
An increase in income, for a given interest rate, increases the demand for money. However, at a fixed money supply, this increased demand results in an increase in the interest rate. In this process of equilibration, the increased interest rate acts as an opposing force (reducing money demand) to the higher income (which increased money demand). A new financial equilibrium is reached when these two forces cancel each other out. Because an increase in income yields an increase in the interest rate the LM curve is upward sloping. At a certain level of income, a change in the real money stock $(\frac{M}{P})$ will shift the LM curve: up for a decrease in the money supply and down for an increase in the money supply.

The IS/LM model combines these two curves on one graph. Any point on the IS curve represents equilibrium in the goods market while any point on the LM curve represents equilibrium in the financial markets. At the point of intersection between these two curves both markets are in equilibrium. The figure below shows this relationship between real interest rates and output when there is equilibrium in market for goods and services and in the market for money (Figure 47).

**Symbols**

- $M$: nominal money supply
- $P$: price level
- $L$: liquidity demand
- $i$: nominal interest rate
- $Y$: real income
- $C$: consumption
- $T$: taxation
- $G$: government expenditure
- $I$: investment expenditure
- $NX$: net exports: exports minus imports

**Figure 47.** The IS/LM curve (Blanchard, 2011).

Based on this short-term relationship between output and interest rates, we can derive a relationship between output and prices known as the AS-AD model. This stands for aggregate supply (AS) – aggregate demand (AD). It gives combinations of price levels and quantities of goods produced at the macro-level in equilibrium. The IS/LM and AS-AD curves all equilibrate simultaneously, at the same combination of interest rates and output. The AD curve can be derived from the IS/LM model.
by plotting LM curves for different price levels and subsequently determining the associated output as seen below.

![Figure 48. Derivation of the AD Curve (Blanchard, 2011).](image)

A higher price level shifts the LM curve up and to the left to an equilibrium point at a higher real interest rate and lower output. The higher price level can be indicated on a separate graph, together with the new output level. Connecting these various equilibrium points yields the AD curve. Based on this, any variable that causes the IS or LM curves to shift, other than a change in price level (i.e. real money supply, government spending, or taxation), will also cause a shift of the AD curve. A change in price level will merely cause movement along the AD curve.

The AS curve gives the effects of macro-economic output produced on the general price level. It is derived from price and wage setting behavior (see Blanchard, 2011). Here the explanation is restricted to a more general one. Two different AS curves exist: a short- and long-run curve. Since prices remain fixed in the short-run, the short-run AS curve (SRAS) is horizontal – any quantity has to be produced at a certain price. In the long-run (LRAS) prices are flexible but the total quantity that can be produced is limited by fixed technology and factors of production yielding a vertical curve. This is a situation of full employment (FE).

Money non-neutrality in the short-run, and neutrality in the long-run, can be deduced from this model as follows. An increase in the nominal money stock (M) shifts the LM curve outward and moves the economy from point E to point F in Figure 49.
Figure 49. Short-run Money Non-neutrality, and Long-run Neutrality (Abel, Bernanke and Croushoure, 2010).

The monetary expansion decreases the real interest rate in order to clear the money market, equilibrating the demand and supply for money. In the goods market, a lower real interest rate increases investment spending which increases output. A higher output also increases disposable income for consumers, enhancing the effect. The change in output at this same price level is also reflected in the AS-AD model, by an outward shift of the AD curve, moving the economy from point E to point F in Figure 50.

Figure 50. Short-run Money Non-neutrality (Abel, Bernanke and Croushoure, 2010).

The AS-AD model shows that in the short-run the price level does not change. At this new point (F), output and employment are above their natural level that the LRAS indicates (H), and the price level is lower than it would be at this natural level. Over time, wage setters respond by revising their expectations of the price level and thus their wages upwards. Firms in response raise their prices, also because they have been producing above potential output. This shifts the SRAS curve upwards moving the economy to point H in Figure 51. Note that although this is shown in the graphs as single steps, a process of adjustment occurs that takes time and various steps as long as equilibrium output exceeds the natural level of output because at these points prices still turn out higher than expected.
In the long-run output falls back again to its original level in response to the higher price level, as does the real interest rate. The price level at this point is what would have been expected with the increased nominal money stock. The increase in the price level is proportional to the increase in nominal money that initiated the changes. The return back to the original output level is also reflected in the IS/LM model as seen in the return of the economy to point E in Figure 52.

Again note that in this example the return to the original level of equilibrium occurred in one step. Usually, the process occurs in multiple adjustments, which continue until the prices have adjusted so much that the output and the real interest rate have returned to their initial point, and the IS-LM curves intersect at their initial position of full employment. The timing with which this process of adjustment occurs is what makes money not neutral in the short-run, although the length of these periods is not set. An increase in the nominal money supply will initially merely increase output and decrease real interest rates. Eventually however, the increased money supply will simply result in an increase in prices and real output nor interest rates are affected.

In sum (see Figure 53), in the short run, a monetary expansion increases output and real interest rates while prices do not yet adjust. In the long run, an increase in the nominal money supply is merely seen back in prices, not and not output.
This long-run money neutrality is also incorporated in the long-run growth Solow model (Solow, 1956). It assumes a fixed savings rate and a set pattern of capital accumulation, and no effect of money. Tobin (1965) changes this; assuming a demand for money he modeled portfolio decisions and thereby the effect of inflation on savings and investments. Under high inflation, individuals substitute their investment towards physical capital instead of financial assets and a higher steady-state capital stock and output result. Another long-run growth model, the Ramsey (1928) model, has also been extended to incorporate money by the ‘money-in-the-Utility-function’ which models money as by definition providing utility by facilitating transactions and thereby reducing the ‘shopping time’ required (Walsh, 1998). With money in the utility functions of households and in the budget constraint of government, an optimal quantity of money results. However, the model assumes a direct relationship between money growth and inflation: money neutrality. The details of these extensions are beyond the scope of this thesis. They merely reveal an attempt to incorporate money into long-run growth models through various shortcuts, and not with a real long-run effect. Differences in how money is created or what form it has are not directly considered in the models.

8.3.7. Conclusion.

Keynesians and New-Keynesians recognized the limitations of the Classics and were able to model an additional part of economic reality that was until then not well understood. Although they maintain the equilibrative nature of the Classical models, they consider different time periods in which this adjustment process occurs in order to reveal the effect of money in the short-term. The short-term non-neutrality of money stems from the fact that factors in the economy do not automatically adjust to each other, because of various limitations of the market and it’s agents such as imperfect rationality and information. However, in the long-run, money remains a neutral factor. Furthermore, although these schools model and explain the non-neutrality of money in the short-run, they do not consider the nature of money per se to be of influence on this. It is merely the adjustment time that causes the non-neutrality. The following more heterodox schools of thought find the non-neutrality of money more in its nature, than in the limitations of market participants.

Money is non-neutral in the short-run because the price level takes time to adjust, but in the long-run this occurs and a change in the money supply leaves the real economy unaffected.
8.4. Money has an effect on the real economy in the short- and long-term.

8.4.1. Introduction.

Heterodox economists vary in their assumptions, theories, and models. I will focus here on the heterodox schools that generally agree that money is created endogenously, and that money is not neutral in the short-run, nor in the long-run (Wray, 2007). Furthermore, they do not find that the economy tends to a long-run equilibrium, but that it exhibits long-run cyclical behavior. The Austrian school and Post-Keynesians find money is non-neutral because they assume that the future is always uncertain (i.e. future incomes cannot be known) and because not all prices adjust to a change in the money stock – namely, the level of debts do not. They reject perfect information in favor of there always being information asymmetry, recognize social, ethical and institutional factors in individual decision-making, and irrational behavior by agents. Together, this yields that the market’s ability to equilibrate is extremely limited and even improbably both in the short- and long-run. In terms of money, not only can the quantity of money then have an effect on the real economy, but so does the way in which this quantity is supplied (money creation), and the form which money takes in the economy. For example, differences between central bank (deposits) and commercial bank money are more explicitly examined, the form of money is distinguished from it as liquidity or a unit of account in monetary analyses, and the effect of money as debt is studied. By specifically acknowledging the existence of money, with a wide variety of interpretations, these theories claim to make more realistic assumptions and thus predict economic outcomes better (Keen, 2012a).

Austrian Business Cycle Theory is the starting point of most analyses of money in the Austrian school. A large portion of the literature focuses on the negative effects of ‘fractional reserve banking’, their analysis of how money is created. Post-Keynesians commence from the observation that banks control the money supply by means of interest-bearing credit creation, and investigate the effects on the real economy from there. Their name refers to their view that Keynes has been largely misinterpreted in the past. They depart from Keynes’ understanding that there was a large difference between the classical “real exchange economies” and “monetary economies” (Keynes, 1933) where banks can expand the money supply, and his observation that “credit expansion provides not an alternative to increased saving but a necessary preparation for it. It is the parent, not the twin of increased saving” (Keynes, 1939). Few economists grasp the repercussions of interpreting the money system as such. Post-Keynesians find that such observations and logic have been largely lost, and attempt to reintroduce these into economics. A third school of thought that considers the effects of money is less considered in the West: Islamic Economics. They have historically (like various other religions also – Christianity, Judaism), been concerned with the effect of interest on society, and thus today with the form in which our money is created – as interest-bearing debt.

This section will present these schools of thought in terms of some important academics within them, and their main ideas. These heterodox theories have been largely developed in the 20th century, and are not widespread in textbooks. Unlike the Classical and Keynesian schools, they do not have a general theory and model of the Economy. Nevertheless, abstract models will be presented in an attempt to depict the assumptions of these schools. This final section is a useful transition to Chapter 9 on the workings of our current money system, which are most closely studied by this group of Economists.
8.4.2. The Austrian School.

The Austrian school has, although established by quite traditional money theorists such as Menger (recall the previous chapter), grown to consider the effects of money in the economy quite explicitly. The Austrian school, like the Classical school, assumes the price mechanism can organize the market best without any government intervention beyond ensuring strong property rights and contracts (Hazlitt, 2011). However, it differs from Classical as well as Keynesian schools in that it judges human behavior too complex and unique to mathematically model accurately or usefully and thus does not make claims based on such models. The Austrian school rejects the previously described Classical idea that money is solely a numeraire. They also explicitly consider the effects of changes in the money supply on the basic decisions of individuals. Mises (1934) incorporated monetary theory into economics in his 1912 *Theory of Money and Credit*. He introduced important topics which are later developed further by other Austrian Economists including Austrian Business Cycle Theory, fractional reserve banking, and the optimum quantity of money in relation to money non-neutrality and price instability (North, 2012). Mises also described the origins and definition of money as a means of exchange based on work by Menger and Jevons (recall Chapter 4). Money is assumed to exhibit diminishing marginal utility like any commodity. This is determined by the purchasing power of money, both now and in the future. This varies significantly because valuation is done by subjective and unpredictable individuals. An increase in the stock of money will have significant redistributive effects due to this variation, as well as due to the fact that the first person to receive any newly created additional money can buy goods at still unaffected prices (Ekelund and Hérbert, 1990). Money thereby concentrates wealth with those closest to the point of creation, at the expense of individuals further away, those who do not receive credit, and people on fixed incomes.

Austrian Business Cycle Theory was further developed by Hayek (1967). Ekelund and Hérbert (1990) and Keeler (2001) describe this theory as follows. An unexpected increase in the money supply increases the amount of loanable funds (excess credit creation) which decreases the interest rate. Austrian theorists claim this is often aggravated by central bank policies who maintain too low interest rates, and the fact that the money supply can be further expanded through fractional reserve banking (see below). In equilibrium, the interest rate equals the rate of return on capital (rate of marginal productivity of capital), but the lower interest rate disrupts that equilibrium. The interest rate is now lower than the return on capital, which alters the returns to investments and the structure of production. Resources are reallocated to capital investments as in relative terms this investment is cheaper than investments closer to the production of final consumer goods. The overinvestment in capital goods alters the capital stock. Since most capital goods have long lifetimes, and since most capital investment decisions are irreversible, the effect of the change in resource allocation on the economy is visible in the long-run. Physical lags in the economy because production takes time and because capital has a lifetime, as well as limited information and bounded rationality of the economic agents result in these imbalances which produce the long-term effect that we see as the business cycle.

The expansionary cycles rely upon an excessive increase in the money stock. This is closely related to the issue of fractional reserve banking as it enables such an expansion. Fractional reserve banking entails that banks only have to hold a specific portion of their deposits and can lend what they do not have to keep in reserve out to borrowers. This portion is known as the reserve ratio. Fractional reserve banking increases the money supply enabling more access to credit, but also creates the
possibility of a bank run since a bank will never have the total amount of deposits in its possession. One is reminded of the ‘animal spirits’ that Keynes used to describe the “spontaneous urge to action rather than inaction, and not as the outcome of a weighted average of quantitative benefits multiplied by quantitative probabilities” (Keynes, 1936). He explained how this determines the confidence of individuals in the market and because of irrationality results in a second source of instability in financial markets following speculation. Austrian school Economists generally oppose the idea of a reserve ratio as it adds an exogenous, fallible control over the money supply. Too much or too little creation will result in artificially low or high interest rates which always return to their natural level, thus creating a boom and bust cycle in which resources are allocated differently (Block and Garschina, 1996).

The critique of the Austrian school to the way fractional reserve banking currently functions reveals itself in two opposing views. The first is in favor of less regulation of money creation and no limits to reserves, while the second advocates more regulation, and a higher reserve ratio. Hayek for example proposes to denationalize money (1976) and allow anyone to create it. Free trade and competition in money and banking discipline issuers and stabilize the money system (limited appreciation/depreciation) as only the ‘best monies’ (with stable purchasing power) would survive. This free banking system would have a decentralized financial system, with no central bank nor government intervention setting rules concerning reserve ratios. There would be full private money creation and currency competition. In this extremely liberal approach, the public sector in this sense is not the solution, but actually the reason of instability. Although this theory has been largely dismissed on the basis of the existence of market failures, strong network externalities, and path dependencies, it is regaining interest and there is even some historical evidence that it may work. In the 19th century, there was free banking in the United States allowing basically anyone to issue their own bank notes from commercial banks to firms to individuals creating a confusing and elaborate money system (Galbraith, 1975). In 1836 the Coinage Act was passed which required government payments to be made in gold or silver, eliminating the ability to pay with commercial bank notes; a panic ensued (Galbraith, 1975). This may indicate a certain stability that the previous system ensured; indeed free banking was subsequently reinstated until 1866. In England, private coins were issued by The Parys Mine Company and the Soho mint in a period of shortage of small change, ensuring the industrial expansion in the 1700s could continue (Selgin, 2010). The costs and benefits of such a system in the complicated, and globalized world of today remain to be judged.

The opposite view is described by another Austrian economist, Rothbard who desired to eliminate the fractional reserve banking system because:

“issuing promises to pay on demand in excess of the amount on hand is simply fraud, and should be so considered by the legal system. For this means that a bank issues "fake" warehouse receipts--warehouse receipts, for example, for ounces of gold that do not actually exist in the vaults. This is legalized counterfeiting; this is the creation of money without the necessity for production, to compete for resources against those who have produced . . . . I believe that fractional reserve banking is disastrous both for the morality and for the fundamental bases and institutions of the market economy”

(Rothbard, 1991).
Rothbard proposes full (100%) reserve banking, a proposal that has been taken up by various academics, also from the Classical school. See for example Fisher (1936) and Friedman (1960), who claim this would eliminate the need for the central bank as a lender of last resort in cases of crisis. See for a judicial and historical perspective Austrian economist de Soto (2009).

8.4.3. The Post-Keynesian School.

Post-Keynesians take a critical position similar to Rothbard; however derive this from very different observations. The principle of fractional reserve banking is namely rejected, as Post-Keynesians claim that banks are not limited by their reserves when making a loan – they can make the loan, and find the reserves only afterwards (Holmes, 1969; Moore, 1983). The time lag that arises between having the reserves one needs for a loan, has in recent decades been extended from two weeks to a month (Keen, 2012a). Post-Keynesians claim that when a loan is extended, a deposit is simultaneously created, which can enter the economy to be used as ‘money’. Therefore, “though it may appear that the state controls the money supply, the complex chain of causation in the finance sector actually works backwards” (Keen, 2011). This principle is denoted as endogenous money creation, as the market, including and via commercial banks, determines the money supply. This process will be further discussed in Chapter 9. Important is that the Post-Keynesian school rejects a number of key Classical and Keynesian economic assumptions (see Keen, 2011 for an elaborate critique). This includes the IS/LM based model of the money supply, the idea of a money multiplier and the influence of the reserve ratio, the assumption of perfect credit worthiness, and the origins and evolution of money (Goodhart, 2009). They namely reject the assumption that markets clear in the long-run due to price adjustments, claiming that not all prices will adjust. While the nominal price of goods and services may adjust with an increase in the money supply, the nominal magnitude of pre-contracted debts do not (Keen, 2009b). They also reject the assumption that rational expectations make future incomes known, assuming rather that the future is always uncertain. By altering these assumptions, there is no constant linear relationship between the quantity of money and prices that the models of the Classics and Keynesians rely on.

Unlike mainstream economists, Post-Keynesians purposely include the financial sector as a profit seeking sector in models of the economy which gives money a non-neutral role in it. Post-Keynesians recognize that in the current credit economy, there is a necessary task for banks as a third party in payments and a given ability to extend loans which directly creates (bank) money (Keen, 2009b). They assign a growth-enhancing role to banks through this process, because new money (credit) is required to enable investments, which induce growth. As Domar (1957) states: “It is not sufficient...that savings of yesterday be invested today, or, as it is often expressed, that investment offset savings. Investment today must always exceed the savings of yesterday.... An injection of new money... must take place every day” for economic growth. Rochon and Rossi (2004) similarly state that “In a monetary economy of production, credit is needed to enable firms to continue and expand production. There is a definitive link between bank credit and economic growth”. Post-Keynesians argue that while credit is therefore needed for an economy to prosper, one must also consider the flip-side of credit, which is debt, in analyzing the economy.

Combining the bank’s profit-seeking nature and its ability to expand the money supply through interest-bearing loans ex nihilo, Post-Keynesians find that there is an incentive for banks to increase the money supply through increased credit creation in order to maximize profits. To be able to do so,
debts for speculative purposes are encouraged as Galbraith (1975) notes: “the banking system, as it operated in the last century and after, was well designed to expand the supply of money as speculation required ... A healthy bank is making loans and, in consequence, creating deposits that, in turn, are money”. However, if a bank fails, when for example speculative expectations are not met, this is not like any business failure. A bank failure is complemented by a contraction in loans, deposits, and the money supply. Debt and its counterpart credit therefore play an important role in Post-Keynesian money non-neutrality. The exact mechanisms by which this occurs are considered in the next chapter.

Minsky developed this in his financial instability hypothesis (Minsky, 1982, 1986, 1992) to explain the business cycle and the emergence of economic depression. He describes how initially banks are risk averse in their lending which means most loans are recovered and the related investments succeed. This makes them more optimistic and they become increasingly willing to lend and less conservative, earning profits on expanding the amount of credit created while simultaneously stimulating economic growth. While this boom lasts, it is self-enhancing, trade in debt as well as asset prices increase with increased demand and the optimism is complemented by a reduction in both regulation and expensive buffers (van Zanden, 2009). It is also self-validating as increased demand for assets yields increased prices which enables extra lending. Other parties such as investors, depositors, and capital owners are also not a limiting force because they too have profit expectations in this boom. Interest rates rise as there is an increased demand for money (debt), but this does not stop the boom because asset price expectations far exceed these percentage point changes. There is a general feeling that unlike previous growth periods that may have led to a collapse, ‘this time is different’ (Reinhart and Rogoff, 2008).

Increasing levels of debt (credit) in such euphoric boom times lead to speculative and Ponzi finance as borrowed money is used to gamble on the rising asset prices. Speculative finance entails that debt can be serviced with current income but that the principal cannot be repaid; in Ponzi finance neither the interest nor the principal can be paid without new debt. The financial sector takes up a significant share of the economy altering the system towards ‘money manager capitalism’. This entails that “the proximate owners of a vast proportion of financial instruments are mutual and pension funds. The total return on the portfolio is the only criterion used for judging the performance of the managers of these funds, which translates in an emphasis upon the bottom line in the management of business organizations” (Minsky, 1996). Today, alternative investors such as hedge and private equity funds have also gained a significant share of financial wealth (McKinsey Global Institute, 2011). These trends increase the instability of the system further even though they do not create money. Indeed, when the rising interest costs of debts become greater than income streams these can no longer be serviced or repaid without selling assets. This reduces asset prices and can lead to a fire-sale of assets further depressing their price level. Defaults occur, and credit availability decreases, which worsens the situation. This ultimately leads to a bust: the ‘Minsky moment’. The resulting debt-induced depression is characterized by deflation, high unemployment, low or negative economic growth rates, low wage and profit rates, and a high income share of the financial sector (see Keen, 2010b for a model). A psychological component (pessimism), and the impossibility of servicing the debt with current income can cause the entire bubble to collapse. By considering the debt (credit) nature of money, and the role of the profit-seeking financial sector in supplying this credit, which responds to profit-seeking economic agents, money obtains a non-neutral role in the real economy (Minsky,
It alters the distribution of income and wealth, has long-term effects on economic growth, and subsequently on economic variables such as employment.

Government intervention is needed to stabilize these effects and overcome the procyclicality that was set in motion (van Zanden, 2009). Such intervention needs to specifically monitor debt/credit levels as these determine the demand for money and subsequently the money supply which in Post-Keynesian analysis is an important variable in real economic analyses (Bezemer, 2009; Keen, 2011). An abstract model of the general influence of money of the Austrian and Post-Keynesian school is seen in Figure 54. This theory “takes banking seriously as a profit-seeking activity” (Minsky, 1992), where financial innovation, credit creation, speculation, and manipulation cause money to have an effect on the real economy. More fundamentally, the nature of money as interest-bearing bank debt, of which the nominal price does not always adjust in the long-run, makes money non-neutral.

![Figure 54. Diagram of the Basic Mechanisms of Money Non-Neutrality.](image)

### 8.4.4. Islamic Economics.

Finally, Islamic Economics is based on behavioral norms and interprets money non-neutrality through its core standpoint on interest which is believed to have an unjust redistribution effect from the poor to the rich and negative attitudinal effects stimulating selfishness and materialism (Kuran, 1986). The Islamic banking system is therefore interest free, and rather a small share of the profits created by means of the loan is shared with the creditor thereby more equally sharing the risk. Meera and Larbani (2009) present an argument against the creation of money through fractional reserve banking as this is “creation of purchasing power out of nothing which brings about unjust ownership transfers of assets in the economy, to the bank effectively, paid for by the whole economy through inflation”. This inflation tax, as introduced also previously, benefits those that are closest to the point of money creation as the inflationary effects of the additional money supply have not yet resulted as the money has not circulated enough and thereby only impairs those furthest (Friedman, 1971). The ‘creation of money out of nothing’ in the form of credit also creates ownership ‘out of nothing’ without work and fair risks. Banks should be rewarded for the risks their stock owners take, for example with their money, but not for risks they do not assume because society as a whole pays for this through the mentioned inflation. Chapra (1985) also condemns the distributive effects of inflation as “it tends to pervert values, rewarding speculation (discouraged by Islam) at the expense of productive activity (encouraged by Islam) and intensifying inequalities of income distribution (condemned by Islam)”. 
These outcomes conflict with Islamic principles of ownership and prohibition of interest. Islamic Economists thus aim to develop alternatives to this system: a financial system and money (creation) that enhances society’s welfare as a whole. Anwar (1987) discusses a variety of options including nationalization of money creation, the banking system, or 100% reserve requirements but critiques these for imposing too large rigidities and inefficiencies. Instead, a dual banking system is proposed that separates private and social banks thereby emphasizing two different needs: saving and investing. This brings us close to current economic thought where similar proposals to separate the banking system are reemerging once again through for example a renewed Glass-Steagall (ICB, 2011).

8.4.5. Conclusion.

In conclusion, across the world there are heterodox schools of economics that emphasize that there are effects of money on the macro-economy in both the short- and long-term. These argue that there is no constant linear relationship between the quantity of money and prices upon which both the Classics (Fisher equation) and Keynesians (IS/LM – AD/AS model) rely because the value and level of debts do not adjust to restore the economy to its natural equilibrium. These effects translate to the long-term, as the magnitude of nominal debts are not prone to adjustment and the capital stock in which was invested in the short-run has a long lifetime. While largely absent in Classical and Keynesian economics, it is then also the role of debt, and in particular of credit, in the macro-economy, that these heterodox schools emphasize. By focusing on the fact that the money supply is determined by the credit creation process, the Austrian and Post-Keynesian schools are also able to explain the pro-cyclical movement of the money supply in the business cycle.

In addition to these purely economic arguments, these heterodox theories also allocate an important interpersonal effect of money. Money is not just something of the individual consumer as is the prevailing view in liberal economics but has distributive and social effects. Interestingly, Post-Keynesians and the Austrians come to the same objection against money non-neutrality but from very different assumptions and ideologies as seen in their proposed solutions: the former desire more government intervention while the latter strive for a complete extraction of the government and central bank from monetary influence. Nevertheless, both make us weary of the impacts of our money system on the real economy, in the short-run, and in the long-run. Islamic Economics shares this awareness, from a more normative perspective than the Post-Keynesians and Austrians. The economy does not tend to equilibrium, it rather exhibits long-run cycles, causing instability and redistributions of resources in the real economy.

---

**Money is non-neutral in both short-run and long-run** because it is bank debt, limiting the capacity of price adjustments to restore the economy to its natural equilibrium and giving money a pro-cyclical role in the business cycle and economic growth.
8.5. Conclusion and discussion.

There is a clear differentiation between the first two theories on money and the third. The former focus predominantly on whether the money supply has an effect on the main variables of the real economy – unemployment, output and inflation, and the latter also focuses specifically on the nature of this money supply. Furthermore, it is only the third school of thought that considers any long-term steering effects of money. Despite its denotation as Post-Keynesian, it is then important to distinguish it from the neo-classical synthesis of the Classics and Keynesians. Recall that variations of Classical Economics maintain the view that money is neutral, merely a veil over the real economy that does not have any effects beyond ensuring real exchanges occur smoothly. The different forms of Keynesian Economics, as well as Monetarism, find that money definitely does have an effect on the real economy, but mainly in the short-run where prices have not had the time to adjust. These two schools of thought, however, do not delve deeper into how the money is supplied and what form it takes, while Austrian economists, Post-Keynesians, and Islamic economists have in common that they all do take this into consideration in their economic analyses. These latter schools focus their economic analysis on long-term and complex cyclical tendencies of the real economy, which they claim cannot be modeled or predicted with the Classical equilibrative and linear approach to economics.

The previous three chapters have laid the foundations for an analysis of how the current money system functions. A few main conceptual changes have occurred over time that have resulted in today’s understanding of the role of money in the economy. The origins of money seem to lie in transferable debts (credits), recorded in accounts (Graeber, 2011). Over time, various forms of primitive money were used to signify these individual debts. These included commodities, tokens, currencies, and the official coinage of authorities (Davies, 2002). In the course of history, there have been various transitions back and forth between such physical money and money as mere accounts and notes of debts. With the rise of money lending and changing, fractional reserve commercial banking, and the goldsmiths in the Renaissance, there developed private institutions that had the power of money creation (Zarlenga, 2002). The debt and credit accounts with these parties were used as money, enabling transactions irrespective of one’s geographic location and proof of promises of payment circulated as a medium of exchange. Since, there have been various struggles between the public and private sector over the power to create money (Zarlenga, 2002). In most OECD countries, private banks create the majority of money in circulation.

There have also been changes over time in economic theory. The assumptions made by different schools of thought yield different results for the role of money in the economy. Perfectly rational and informed agents, together with instantaneously adjusting prices make money a mere neutral means of transaction, while time lags and bounded rationality give it the power to alter economic activity in the short-run. As money increasingly dominates society, it is also being considered more specifically in economics, though until now in mainly heterodox schools. These schools specifically investigate the nature of money, and argue that since the money we utilize is private, interest-bearing, commercial bank debt, debt plays an important role in the economy and its nature (nominal level does not always adjust) makes money non-neutral.

There still exist many misconceptions of money, such as that money is backed by ‘something’ such as gold or silver, or that it is created by the government. I here present the results of an investigation into the creation of money – in what form is it created, and how is brought into circulation. A theoretical section on commercial and central bank balance sheets first provides the basic understanding needed for the following two subsections because the money creation process in our current money system is largely based on bookkeeping entries. Equipped with this knowledge, we explore the process of money creation.

I investigate the role of the central bank and commercial banks in the money supply, the nature of money as ‘fiat’ money created out of nothing, and the role of debt or credit with associated interest in this process (Lietaer, 2001). It is especially the latter two characteristics of money creation that are claimed by critics of the current money system (see the Introduction) to yield unsustainable outcomes. To determine whether this indeed is the nature of our current money system, various insights of the money creation process are investigated. Tobin (1963) defined a ‘new’ view on money creation based on work by Gurley and Shaw (1960), in contrast to the ‘old’ traditional view that is based on the money multiplier. The new view has recently been rediscovered by Moore (1979, 1983, 1994) and further developed by the Post-Keynesian school, Circuitists, and Modern Monetary
Theorists (Wray, 1998; Godley, 1999; Bellofiore et al., 2000; Graziani, 2003; Rochon, 2005; Keen, 2011). Following the accounting basics, I first present the old view in order to obtain an understanding of the change in perspective that the new view offers. These heterodox theories consider the role of money in the economy more explicitly, as already introduced in the previous chapter. The effects of including money in the economy in this manner are considered in Part III.

9.2. Commercial and central bank balance sheets.

The balance sheets of commercial banks and the central bank are closely related to what money is, and how it is brought into circulation. The discussions in Chapter 6 about what money is can be clarified by defining it as a mere claim on goods and services in the real economy, as stated, a liability on the balance sheet of commercial or central banks. In fact, our money today for all practical purposes (97% according to Dyson et al., 2010), is a bookkeeping entry on a private bank’s balance sheet only. The amount on deposit, a liability of the bank, only exists in the banks. This extends risks to the bank such as bankruptcy, insolvency, and illiquidity to the public who has deposited money there. This thus goes beyond savings, but includes mere transaction accounts.

This section presents the basic accounting equation that is associated with a balance sheet, the components of commercial bank balance sheet, and of the central bank’s balance sheet. A bank’s balance sheet is different from a firm’s balance sheet, which produces actual goods and services, requiring physical inputs to do so. Adjustments in a firm’s balance sheet generally requires real production, although it also undertakes various purely financial transactions. What it cannot do though, is expand its balance sheet (assets and liabilities), in the way that a bank does, by simply creating a loan: it cannot create value ‘out of nothing’. For a bank however, altering its balance sheet is its ‘production’ and the non-physical nature of their balance sheet makes it easier to alter it in order to maximize its profits. This in turn affects those parties that the bank deals with. The way in which the items on a bank’s balance sheet appear on that of individuals and central banks will therefore also be presented. This will provide a better understanding of how various important concepts such as deposits and loans are accounted for.

A balance sheet denotes the state of an organization’s financial condition at a particular point in time. It has a left- and a right-hand side, which must always balance, they must be equal. On the left are the assets of a firm, and on the right the liabilities and its net worth (also known as its net assets, capital or owner’s equity). The assets of a bank are what it owns, while it owes its liabilities to another party (obligations). This can be for example the central bank, government, other commercial banks, firms, or individuals. The net worth is what balances the equation, it is what would be left if the bank sold all its assets and paid its liabilities. The net worth belongs to the owners of the bank. The basic accounting equation linking these concepts is thus:

\[ \text{Assets} = \text{Liabilities} + \text{Net worth} \]  
(12)

Put simply, a bank’s business is to use its liabilities to obtain assets on or with which it makes money. To maximize profits, it needs to obtain the highest paying assets, by means of the cheapest liabilities. Liabilities include the owner’s own capital, but also various other loans and through these they can leverage their position and reduce costs compared to a situation in which they only use owner’s equity. For illustrative purposes, Figure 55 gives the degree to which major US and European ‘Large Complex Financial Institutions’ (LCFIs), and UK banks, were leveraged between 2007 and 2011. The
leverage ratios are defined as assets divided by capital (equity) (see Haldane, 2011 for more detail on data adjustments).

Figure 55. Leverage Ratios (assets/capital) of Major US, EU, and UK Banks from 2007-2011 (Haldane, 2011).

Average leverage ratios in 2007 and 2008 in the US and Europe exceeded 40, though in the UK they were slightly lower. In 2009 and 2010, banks raised their capital (equity) holding, reducing the ratios to about 20 in the US and UK, while in Europe they remain closer to 30. The data reveals the great importance of liabilities on a bank’s balance sheet, and the minimal amount of equity that can accompany it.

The following simplified (it abstracts from derivatives, provision, hybrids, bonds etc.) and hypothetical balance sheet of a bank (Table 3) will be used to explain the three components of the balance sheet. Although the amounts are meaningless and units can be any given currency, the shares of the different components are based on long-term average figures of commercial banks (FDIC, 2012).

<table>
<thead>
<tr>
<th>Assets</th>
<th></th>
<th>Liabilities</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical assets</td>
<td>40</td>
<td>Transaction deposits</td>
<td>500</td>
</tr>
<tr>
<td>Loans</td>
<td>2300</td>
<td>Other deposits</td>
<td>2500</td>
</tr>
<tr>
<td>Loans to individuals</td>
<td>600</td>
<td>Savings accounts</td>
<td>1400</td>
</tr>
<tr>
<td>Loans to firms</td>
<td>1300</td>
<td>Certificate of deposits</td>
<td>700</td>
</tr>
<tr>
<td>Interbank loans</td>
<td>400</td>
<td>Other deposits</td>
<td>400</td>
</tr>
<tr>
<td>Reserves</td>
<td>360</td>
<td>Other liabilities</td>
<td>250</td>
</tr>
<tr>
<td>Vault cash</td>
<td>80</td>
<td>Loans from other banks</td>
<td>190</td>
</tr>
<tr>
<td>Central bank reserves</td>
<td>280</td>
<td>Loans from the central bank</td>
<td>60</td>
</tr>
<tr>
<td>Investment securities</td>
<td>900</td>
<td>Total liabilities</td>
<td>3250</td>
</tr>
<tr>
<td>Government</td>
<td>200</td>
<td>Net worth</td>
<td>350</td>
</tr>
<tr>
<td>Other</td>
<td>700</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total assets</td>
<td>3600</td>
<td>Total liabilities + net worth</td>
<td>3600</td>
</tr>
</tbody>
</table>

Table 3. Hypothetical Balance Sheet of a Commercial Bank.
The left-hand side of the bank’s balance is what it owns: its assets. Firstly, the physical assets of a bank include its building, office equipment, any land it owns, and any physical capital it may own to lease for example. This is a minor share of a bank’s balance sheet. Loans, secondly, are the most important asset of a bank, and on which they earn their revenues through interest payments. Individuals, firms, or other banks may be borrowers, for whom the loan is a liability. There are a large variety of types of loans. Part I revealed that an increasing portion of loans is being used for financial purposes, for mortgages or real estate development. Loans to other financial institutions (interbank lending) may also be given so that these have enough reserves. Reserves have to be held by banks to ensure daily transactions function smoothly. The next section will consider this third asset category in more detail. A bank has such reserves in their vault in the form of cash (part of M0) in order to satisfy cash demands through ATMs for example, and merely as an account at the central bank to ease interbank payments. Fourthly, the bank owns investment securities. These may be bought from a government (national, municipal, etc.), who require funds. As of 2007, other asset-backed securities and derivatives made up a large portion of these investment securities. This makes the bank’s total assets vulnerable to changes in the market, as the value of these securities will change depending on the market price they can receive. This vulnerability depends on whether assets are accounted for on the balance in terms of their real current market value (mark to market / ‘fair’ value accounting) or their historical cost which extrapolates from market fluctuations.

In addition, the assets of a bank vary in accessibility, safety, and price. Reserves are the safest assets as banks have direct access to these. Loans are less safe than investment securities, as there is a chance that they cannot be paid back by the borrower. Note however that investment securities are often created on the basis of actual loans, but by combining these and selling them on, the liquidity of the security becomes greater than that of the individual loan. In theory, securities are easily sold in the market if needed. Liquidity being the ease with which it can be bought, sold, or converted to cash. Investment in a more liquid asset or security is safer (less risky) than in a less liquid one because it is easier to retrieve one’s money. Reserves that are directly accessible are liquid, while most loans have a certain lifetime and less liquidity; the money is simply not accessible for the bank for a period of time. Investment securities lie in between the two. There is also a relation in terms of how expensive each type of asset is: a lower risk reduces the return. Reserves are expensive as they do not pay interest, the bank even has to pay the central bank interest to obtain them. Investment securities are safer and pay more interest, but less interest than loans do.

The liabilities of a bank are what it owes. Firstly, transaction deposits are checking accounts owed to the bank’s customers. For them, the accounts are assets, and the customers can access these at will. Banks generally do not pay interest on checking accounts and thus these are an inexpensive liability for the bank. In terms of the money aggregates described above, these accounts are a component of M1. Secondly, other deposits are less liquid and are part of M2 and M3; these include, amongst others, savings accounts, certificate of deposits, repurchase agreements, and money market deposits. These are borrowed by the bank from individuals and firms who therefore do not use them for payments; they rather receive interest on them from the bank. Note that most people are not aware that the bank thus actually owns their deposits, whether M1, M2 or M3 (ICM, 2010). These deposits (mainly M1) are insured to a certain degree, nationally by the government through a State guarantee or privately (Demirgüç-Kunt, A. and T. Sobaci, 2001). In addition, the bank may borrow from the government and other banks. This third category of liabilities includes overnight loans from other banks to maintain adequate reserves. For example, banks in rural areas may have deficient
reserves while those in a large city may have excessive reserves. Lending can overcome this imbalance, but it requires trust between the banks that the loans can and will be repaid. Banks may also lend from the central bank for this reason, though this in general is a more expensive liability (note that at the moment the central bank’s rates are actually very low). Banks also lend money from other financial institutions such as pension funds or insurance companies. However, this is usually done by means of a repurchase agreement in which the lending bank gives the borrowing institution collateral such as a government security.

The difference between the assets and the liabilities is the net worth of the bank. This is the owner or shareholder’s equity. The owners of the bank have a positive net worth if the assets are greater than liabilities, and a negative net worth if its liabilities are greater than its assets. The latter situation entails bankruptcy. In order to avoid this situation, capital adequacy requirements of a bank (ratio of the amount of net worth they have to have compared to their assets) are established by regulators. Banks thus need enough net worth to deal with defaults. In normal times, this buffer should be enough to avoid a situation of negative net worth and hereby the need to reduce deposits.

A hypothetical and simplified central bank balance sheet is presented in Table 4.

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold and foreign exchange</td>
<td>Currency 200</td>
</tr>
<tr>
<td>Credit</td>
<td>Held by the public 120</td>
</tr>
<tr>
<td>Loans to banks</td>
<td>Vault cash 80</td>
</tr>
<tr>
<td>Government securities</td>
<td>Commercial bank deposits at</td>
</tr>
<tr>
<td></td>
<td>the central bank 280</td>
</tr>
<tr>
<td>Other</td>
<td>Government Accounts 250</td>
</tr>
<tr>
<td></td>
<td>Other 500</td>
</tr>
<tr>
<td>Total assets</td>
<td>Total liabilities 1230</td>
</tr>
<tr>
<td>Net worth</td>
<td>Total liabilities + net worth 1330</td>
</tr>
</tbody>
</table>

Table 4. Hypothetical Balance Sheet of a Central Bank.

A central bank’s assets include any gold holdings, foreign exchange it has, and credits it has outstanding. This includes loans to commercial banks as well as government securities which it could sell. The central bank’s liabilities include the currency that is held by the public, or in the form of vault cash with commercial banks. Furthermore, the central bank ‘owes’ commercial banks any deposits they have at the central bank, and it ‘owes’ the government any money it has deposited in its accounts at the central bank. The central bank may receive interest payments on its loans, and any of this income that is held as retained earnings and not paid out to the government (Treasury) increases the net worth of the central bank. Note that the entries between the commercial bank and central bank are oppositely accounted for on the balances.

9.3. The ‘old’ view of money: the money multiplier.

The old view on money creation, which is described in most economic textbooks (Hall and Taylor, 1997; Mankiw, 2008; Mishkin, 2009), is based on an exogenous approach to money. This entails that
money is not determined inside the economic model. The money supply is determined by the central bank as it controls the monetary base and can influence interest rates (Mishkin, 2009). Each of these two tools to control the money supply will be considered, starting with an explanation of the money multiplier.

The central bank is the point of origin of base money also known as high-powered money. This money is either currency / cash or in the form of central bank reserves that commercial banks hold at the central bank. It is a commercial bank asset and a central bank liability. The money enters circulation when the central bank buys assets, but reserves can also be loaned from the central bank. The central bank has the unique power to create high-powered money ‘out of nothing’:

“The crucial thing is where the Fed gets the funds with which it purchases assets. And the answer is that it creates them out of thin air... there’s nothing behind that credit; the Fed has the unique right to conjure money into existence whenever it chooses”.

(Krugman, 2012).

Table 5 shows an actual, simplified version of the central bank balance sheet.

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net position vis-à-vis the foreign sector,</td>
<td>Currency in circulation not held by commercial</td>
</tr>
<tr>
<td>including gold holdings (NP_{foreign})</td>
<td>banks (C)</td>
</tr>
<tr>
<td>311,538</td>
<td>439,757</td>
</tr>
<tr>
<td>Net position vis-à-vis the domestic</td>
<td>Deposits of the domestic banking sector (R)</td>
</tr>
<tr>
<td>government sector (NP_{gov})</td>
<td>137,108</td>
</tr>
<tr>
<td>42,460</td>
<td></td>
</tr>
<tr>
<td>Credits to the domestic banking sector</td>
<td>Balance of other assets and liabilities (BAL_{other})</td>
</tr>
<tr>
<td>(Cr_{banks})</td>
<td>64,447</td>
</tr>
<tr>
<td>287,214</td>
<td></td>
</tr>
<tr>
<td>Total net assets</td>
<td>Total liabilities</td>
</tr>
<tr>
<td>641,312</td>
<td>641,312</td>
</tr>
</tbody>
</table>

Table 5. Simplified Balance Sheet of a Central Bank (million €) (ECB, 2004).

The monetary base \(B\) is defined as currency in circulation \(C\) plus local commercial bank reserves \(R\) in the form of deposits at the central bank or cash physically in the vault of the bank. By accounting identity this is equal to the following sum on the assets side: the central bank’s net positions with respect to the foreign sector \(NP_{foreign}\), and the national government \(NP_{gov}\), plus credits to the domestic banking sector \(Cr_{banks}\), minus the balance of any other assets and liabilities not included in detail \(BAL_{other}\).

\[ B \equiv C + R = NP_{foreign} + NP_{gov} + Cr_{banks} - BAL_{other} \] (13)

The total money stock \(M\) in circulation, however, is greater than the monetary base \(M > B\). The total money stock \(M\) includes the currency in circulation and the deposits of domestic non-banks \(D\) at commercial banks. Currency is generally convenient for small transactions (and also used for illegal ones), and deposits are more convenient for large transactions or saving (though also increasingly used for small transactions also).

\[ M = C + D \] (14)

Note that while base money includes central bank reserves, the money stock does not. This is not money in circulation in the economy. The reserves \(R\) are held by commercial banks in an account at
the central bank or as cash in their vaults. Minimum reserve requirements for commercial banks to hold are legally established by the central bank with a reserve ratio \( r_{\text{min}} \) \( 0 \leq r_{\text{min}} \leq 1 \).

Banks only have to hold this specific portion of their deposits in the form of reserves.

\[
\frac{R}{D} \geq r_{\text{min}} \tag{15}
\]

\[
R \geq r_{\text{min}} \times (M - C) \tag{16}
\]

Note that banks may hold reserves above this ratio also, called excess reserves. Excess reserves provide more liquidity, however, they do not receive interest and thus there is an opportunity cost for the commercial bank to keep them, the interest that could have been received elsewhere. They are therefore most often lent out again bringing the reserves held back to the minimum required amount.

The part of the money supply that the public holds as cash is known as the currency holdings ratio \( (b^r) \).

\[
b^r = \frac{C}{M} \tag{17}
\]

\[
C = b^r \times M \tag{18}
\]

Combining the above, base money can be exposed as:

\[
B \equiv C + R
\]

\[
= b^r \times M + r_{\text{min}} \times (M - C)
\]

\[
= b^r \times M + M \times r_{\text{min}} (1 - b^r) \tag{19}
\]

The relationship between the amount of base money in the economy and the total money supply is given by the money multiplier \( (m \geq 1) \).

\[
M = m \times B \tag{20}
\]

Using the above, the multiplier can be derived as follows:

\[
m = \frac{M}{B} = \frac{M}{b^r \times M + M \times r_{\text{min}} (1 - b^r)} = \frac{1}{b^r + r_{\text{min}} (1 - b^r)} \tag{21}
\]

The multiplier increases the total money supply with ‘bank money’, also known as ‘inside money’ (bank money in the form of bank accounts or deposits), as compared to ‘outside money’ (base or high-powered money) created by the central bank. This applies to today’s system that has no backing such as gold, i.e. a fiat money system. Loans wind up as deposits, of which a part can again be lent out. Successive rounds of this process increase the quantity of money in the economy and banking sector as a whole.

In the following example (Table 6), for simplicity and ease of illustration, I use a hypothetical minimum reserve ratio of 25%, and a cash holdings ratio of 33.33%. These values are not chosen to reflect reality, but rather make it easier to follow and understand the process that occur. Consider a commercial bank that starts with £1500 in excess reserves (base money, also known as high powered
money. The bank can fully lend these out (or buy bonds with it) and still maintain its reserve ratio. In this period, this creates £1500 in extra credit in the economy, money ($\Delta M$). Of this, one third is kept as cash ($\Delta C$) and the remainder is in the form of a bank deposit ($\Delta D$). To maintain its minimum reserve ratio, the bank only has to keep one fourth of this deposit in reserves ($\Delta r_{\text{min}} \times D$), which means if it keeps the entire deposit, it still has the difference between the deposit $\Delta D$ and $\Delta r_{\text{min}} \times D$ in excess reserves at the end of this period. It can again loan this money out (or buy bonds) in the next period. In successive rounds of this money creation process, known as \textit{fractional reserve banking}, the bank disposits of its excess reserves, and the money supply is increased. This is a simplified example using one bank; in reality this is more likely to occur in the banking system as a whole, as money is deposited in, and loaned out by, different banks.

<table>
<thead>
<tr>
<th>Period</th>
<th>Excess Reserves Start of Period</th>
<th>$\Delta M$</th>
<th>$\Delta C$</th>
<th>$\Delta D$</th>
<th>$\Delta r_{\text{min}} \times D$</th>
<th>Excess Reserves End of Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1500</td>
<td>1500</td>
<td>500</td>
<td>1000</td>
<td>250</td>
<td>750</td>
</tr>
<tr>
<td>2</td>
<td>750</td>
<td>750</td>
<td>250</td>
<td>500</td>
<td>125</td>
<td>375</td>
</tr>
<tr>
<td>3</td>
<td>375</td>
<td>375</td>
<td>125</td>
<td>250</td>
<td>62.5</td>
<td>187.5</td>
</tr>
<tr>
<td>4</td>
<td>187.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Sum over all periods</td>
<td>-</td>
<td>3000</td>
<td>1000</td>
<td>2000</td>
<td>500</td>
<td>-</td>
</tr>
</tbody>
</table>

\textbf{Table 6.} Fractional Reserve Banking

\[ b' = \frac{1}{3}; r_{\text{min}} = \frac{1}{4} \]

The rounds of lending converge to a period in which the bank has lent out all of its excess reserves, and in sum the money in circulation has increased by £3000. Of this, £1000 is in the form of cash in hand of the public, and £2000 in the form of bank deposits.

\[ M = m \times B = \frac{1}{b' + r_{\text{min}}(1-b')} \times B = \frac{1}{\frac{1}{3} + \frac{1}{4}(1-\frac{1}{3})} \times £1500 = £3000 \]  

(22)

In this simple example, altering the reserve ratio ($r_{\text{min}}$) yields more or less reserves, upon which banks react by increasing or decreasing lending. In the same way, changes in the public’s desire to hold cash will alter by how much the banks can expand the money supply. If the public holds more cash (increase $b'$), banks have fewer deposits to expand and the money supply cannot increase by as much (lower multiplier). One may suppose that under uncertainty the public desires to hold more cash, which reduces the possibility to expand the money supply and creates further restraints on the economy making the money supply procyclical.

A frequently used metaphor to clarify this process is that of the goldsmith (see for example He et al., 2005), as also introduced in Chapter 7. Originally, a goldsmith is merely a safe keeper of other people’s gold. In return, he provides the individuals with notes (receipts) that indicate the quantity of gold they have stored. These are again claims on the real economy – owners can use them to buy goods and services. The goldsmith similarly loans out gold at interest to other customers. Over time, the goldsmith realizes that few people come to collect their gold, as the receipts have started to be used as money themselves to avoid the inconvenience of constantly transferring the gold. This acceptability enables the goldsmith to give out loans in the form of the receipts also. He hereby is able to loan out more than he has in storage to further extend his profits. This is successful until a large number of citizens become suspicious of his large profits and demand their gold. However, the
goldsmith cannot pay. This is similar to a bank run. To avoid such situations, the reserve ratio as well as State guarantees have been introduced.

Ceteris paribus, altering the reserve ratio alters the amount of money in the economy. A more direct way in which the central bank can alter the monetary base is simply by buying or selling bonds and securities in the market. Such actions are denoted as open market operations. A central bank can buy (or sell) government securities to change its net position with respect to the government, or buy (or sell) bonds on the open market altering its net position towards commercial banks. It pays for these assets by creating money (expansionary open market operation), while if it sells assets money is extracted from the economy (contractionary open market operation). The shift in the money supply will alter the short-term interest rate in a process of equilibration in the money market (recall the LM curve in the IS/LM model). In the following explanation the interest rate referred to is always the nominal interest rate. The short-term interest rate is related to various other interest rates by a relationship depicted by the yield curve (see the glossary).

The demand for money \( (M^D) \) is assumed to be positively dependent on nominal income and negatively dependent on the interest rate. An increase in nominal income \( (P \times Y) \) increases the value of transactions in the economy and the need for money. An increase in interest rates induces more people to put a larger share of their wealth in bonds, instead of in the form of money, as given by the function \( L(i) \).

\[
M^D = P \times Y \times L(i)
\]  

Equilibrium in the money market (recall the LM curve of the IS/LM model), occurs when the demand for money equals the supply of money. This occurs at a particular interest rate. If there is a change in nominal income, the money demand curve shifts and the interest rate changes. Figure 56 gives the effect of an increase in nominal income, denoted here by \( Y' \) instead of \( P \times Y \).

An increase in nominal income increases the interest rate. Note that the money supply remains the same. In open market operations, this is what is altered by the central bank, by changing the stock of high powered base money. If there is such a change in the money supply, the interest rate will also change (Figure 57).
In this case, the increase in the money supply causes the interest rate to decrease until the demand and supply for money equal. In the figure this occurs in one step, but in reality it occurs in a process of equilibration. The central bank increase in high-powered money means the public has more money, with which bonds can be bought pushing up the price of bonds and decreasing the interest rate, equilibrating the market to the new higher money stock created by the central bank.

By in this way controlling the assets side of its balance sheet, the central bank can directly influence the liabilities side, which is the money supply. Note that its assets and liabilities will change in equal amounts. In the economy, the effect of the increased (or decreased) money stock is enhanced through the money multiplier as described above. Altering the reserve ratio or performing open market operations are quantity constraints with which the central bank can increase or decrease the money supply. Altering the total money stock in this way, however, is a rather blunt way to control the money supply.

Rather, in an attempt to gain more control over inflation and unemployment in the economy, the main method that most central banks apply today is to focus on the influence of changes in the money supply on interest rates in the economy. The influence on the interest rate occurs through bond prices. If the central bank buys bonds in the open market, and pays for these by creating money, the demand for the bonds increases. This increases their price, and decreases the interest rate received on them. Again, a lower interest rate induces more people to hold their wealth in the form of money instead of bonds, increasing central bank money demand, and equilibrating the money market to the higher money stock. Vice versa, if the central bank sells bonds, their price decreases, which increases the interest rate received on them. The higher interest rate results in a lower demand for central bank money, which equilibrates the money market to a new point with a lower money stock. Instead of letting the interest rate adjust to equilibrate the demand and supply of money in the market, the central bank can in this manner choose a particular short-term interest rate, and adjust its sales and purchases of bonds (i.e. the money supply), to achieve the targeted rate.

Commercial banks can also lend directly from the central bank in the short term, and deposit their reserves at the central bank for interest. In these cases, the central bank can more directly set a particular interest rate. These set a ceiling and floor price in the interbank market, which can thus be
altered by the central bank. The main refinancing rate is associated with direct short-term lending from the central bank. It sets a ceiling price in the interbank market because no commercial bank will be willing to borrow for more than it has to pay here. The interest rate on the central bank’s deposit facility sets a floor price in the interbank market, since no commercial bank will lend out money at a rate lower than what it can earn here. In this way, the central bank creates a corridor within which the interbank market’s interest rates can fall.

A final point that must be considered is the seigniorage that is associated with the creation of money. Seigniorage has historically been the difference between the costs of production and distribution of a coin, and its face value (Buiter, 2007). Fiat money, either in the form of paper bills or electronic numbers, is even less costly to create and issue than coin, yielding higher seigniorage benefits for the issuer. From this perspective (the old view on money), this is the central bank, who turns over the profits to the Treasury (Ryan-Collins et al., 2011). Note that if the issuer has to replace worn out coins or bills the seigniorage is only the interest paid on the money when it is loaned into use. A central bank can bring a note of £100 into existence with a printing cost of for example just four cents. However, when this note returns to be replaced with a new one it is obliged to do so free of charge and thus only benefits on the interest it receives from the commercial bank to which it loans the cash. The interest received on money ‘created out of nothing’ is indeed today another form of seigniorage, referred to as central bank revenue (Flandreau, 2006) or ‘special profits’ (Ryan-Collins et al., 2011). Table 7 shows the seigniorage for a variety of countries.

<table>
<thead>
<tr>
<th>Total Seigniorage</th>
<th>Central Bank Seigniorage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1980s</td>
</tr>
<tr>
<td>USA</td>
<td>5.2</td>
</tr>
<tr>
<td>UK</td>
<td>10.3</td>
</tr>
<tr>
<td>Australia</td>
<td>6.5</td>
</tr>
<tr>
<td>Indonesia</td>
<td>4.8</td>
</tr>
<tr>
<td>Turkey</td>
<td>5.4</td>
</tr>
<tr>
<td>Malaysia</td>
<td>6.5</td>
</tr>
<tr>
<td>Singapore</td>
<td>9.6</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>4.4</td>
</tr>
<tr>
<td>India</td>
<td>6.1</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>4.3</td>
</tr>
<tr>
<td>Pakistan</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Table 7. Overall and Central Bank Seigniorage as a % of GDP (Arby, 2006).

As the share of bank money as compared to central bank money increases, a larger portion of this second type of seigniorage goes to commercial banks. Indeed Table 7 shows that the portion of central bank seigniorage has decreased since the 1980s in almost all nations, making up only a very small portion of the total seigniorage. This is an indication of a decreased reliance on money creation to finance government budgets and an increase in central bank independence, complemented by an expansion of bank money creation in the form of demand deposits (Arby, 2006). The table shows this is especially the case in the higher income nations, where average seigniorage earnings are recently 6% of GDP, and the central bank captures less than 1% of GDP on average (and is decreasing). As the issuer of demand deposits, banks accumulate seigniorage. Standard economic theory assumes a perfectly competitive banking sector in which this is not a problem as profits are driven to zero; however, banks do obtain benefits from their position in the financial system as also revealed by the table. Baltensperger and Jordan (1997) find that as the sector becomes less competitive, as reserve
ratios decrease, and as more advanced payment technology develops, seigniorage revenues for commercial banks increase. They also argue that since the general public obtains no utility from bank seigniorage, this amount should be eliminated completely through a bank tax for example. A third type of seigniorage is the ‘inflation tax’, which allocates a benefit to the issuer because it is able to spend the new money first, at a point in time where the inflationary effects of the money are not yet felt nor expected (Friedman, 1971). The same changes in the share of commercial and central bank money affect who gets which portion of these monetary benefits.

Key in the above old view is that banks require reserves before they can make loans. Banks act mainly as intermediaries. Furthermore, the central bank has control over the money supply because it can adjust the reserve ratio, it can affect interest rates, and can directly alter the quantity of money as has been described above. The minimum reserve ratio also places a limit on the money supply. It expands the monetary base through commercial bank money as represented in Figure 58.

The influence of the preferences of the general public on the money supply is limited to their desire for cash as opposed to bank deposits. There is a combination of inside bank money and outside fiat central bank money in the modern credit economy. This also divides the seigniorage between the government and commercial banks. The amount of exogenous (controlled by the) central bank money has become a smaller fraction of the total money supply as less cash is being used. The total stock of money is hereby being determined more by bank lending which has undergone significant growth and change in recent years, as the financial sector expanded significantly (Desai, 1989). This indeed is increasing commercial bank seigniorage revenues. It is also important to note that there is an awareness of the link between money and credit: that the majority of our money supply must be lent and borrowed into circulation. This is in line with the analysis on the origins of money as debt. It is also the starting point of the new view on money: endogenous money, which is adhered to by Post-Keynesians (recall Chapter 8), as well as other theorists such as horizontalists, Modern Monetary Theorists and French and Italian Circuit Theorists.
9.4. The new view of money: endogenous credit money.

9.4.1. The process of money creation in the new view.

Amongst others, work by Post-Keynesians (Wray, 1998; Godley, 1999; Keen, 2011), by Smithin (2000), and Arestis and Sawyer (2006), and Ryan-Collins et al. (2011), will be used to explore the new view. They give an extensive overview of topics such as endogenous money and credit creation, financial instability, and the alternative monetary policy related to this new view on money.

In the new view, money is even more explicitly seen as commercial bank debt. Money is created by the process of credit creation by these commercial banks. While in the old view central banks held the unique power to enable the creation of money by increasing high-powered money, in the new view commercial banks are able to create money largely independent of this. The banks are still viewed as financial intermediaries but which are able to simultaneously provide for the conflicting demands of borrowers and lenders, because of their administrating and negotiating expertise, because they can pool risk, and because of government guarantees which assure solvency and liquidity (Tobin, 1964). *Simultaneous* provision signifies that a bank does not require deposits or reserves before it makes a loan. The increase in money through the loan occurs without any decrease of, or transfer from, someone else’s account. This is always possible, because a loan is a mere bookkeeping entry that simultaneously creates an asset (the loan), and a liability (the deposit) for the bank (Wray, 2002). Commercial bank money can be seen to be able to inflate (and deflate) like a balloon around a core of central bank reserves (Figure 59) while in the ‘old’ view it was determined by the base of the triangle (Figure 58). From this perspective, the money supply is endogenous, determined from within the market, and not as in mainstream theoretical models exogenously determined by the central bank.

The money supply depends on the supply of credit by commercial banks and the demand of credit from within the economy. The reserve ratio is not there to keep a certain quantity of money in circulation, but to ensure the payment system functions smoothly. It can always be met because a central bank will always provide (sell) reserves to maintain its overnight interest rate target so that the demand for reserves equals its supply (Holmes, 1969; Mosler, 1994; Wray, 2007). Note that if an economy is on an arrangement such as a gold standard or currency board this does not apply because then banks indeed must ensure they have enough gold or central bank reserves when they make a loan (Fullwiler, 2009a). The old view applies in this case, because only when there is an increase in the amount of gold in a nation or if central bank reserves increase relative to gold reserves, can extra deposits be created. In the new view, it is the willingness of a commercial banks to supply credit (which depends on the profitability of the loan and the credit worthiness of the general public) and the willingness of the public to borrow, and not (excess) reserves, which determine the money supply (Rochon, 2000).

The process of money creation is considered in more detail below. This is based primarily on work by Ryan-Collins et al. (2011) of the New Economics Foundation, with a theoretical background of
Bezemer presents the fundamental principle of this analysis: double entry bookkeeping, based on Minsky’s work on money as a balance sheet operation (Minsky, 1986). Money can be privately created when two people enter into a forward contract with each other. The IOU or debt is an asset for the creditor and a liability for the debtor. In other words, when someone takes out a loan from a bank, a liability is created in the form of a debt to be paid to the bank, and an asset which is the bank deposit, i.e. money.

In order for this process of money creation to start we first need a demand for credit. A firm or an individual goes to a bank to take out a loan. Consider Alan who wants to borrow £20,000 to buy a new car. The bank, say ABN Amro, needs to believe in the ability of Alan to pay back the loan. This depends for example on the income of Alan, and his credit rating which is tracked by a central authority where all loans are registered. If Alan is seen to be credit worthy, a loan contract is signed. The principal amount, £20,000 needs to be paid back within a certain time, and in addition, a percentage interest must be paid in regular installments. The loan is subsequently given within the legal limits established by the government. It for example may have set a capital adequacy ratio, which the bank needs to be sure it can fulfill.

From an accounting perspective, based on double entry bookkeeping, there must be an asset and a liability created in this transaction. ABN Amro now has an asset in the form of the loan of £20,000, because this is what the customer owes the bank. It also has a liability in the form of Alan’s deposit which has been credited with £20,000; this is what ABN Amro owes the depositor. From the perspective of the borrower, there is no difference in whether he lends the money from an individual or from a bank. He still has to persuade the lender to borrow him money. However, from a system perspective, this situation would merely be a transfer of money from the lender to the borrower. The deposit of the lender is debited, while that of the borrower is credited. Lending from the bank, however, creates purchasing power without reducing it for someone else, no-one else’s deposit decreases. ABN Amro and Alan’s balance sheets (ignoring other assets and liabilities) now look like this:

<table>
<thead>
<tr>
<th>ABN Amro’s Balance Sheet</th>
<th>Alan’s Balance Sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assets</strong></td>
<td><strong>Liabilities</strong></td>
</tr>
<tr>
<td>What borrowers owe to the bank + bank’s money</td>
<td>What the bank owes to depositors + its net worth</td>
</tr>
<tr>
<td>Loan to Alan</td>
<td>£20,000</td>
</tr>
<tr>
<td></td>
<td>Alan’s new deposit account</td>
</tr>
<tr>
<td></td>
<td><strong>£20,000</strong></td>
</tr>
</tbody>
</table>

| **£20,000** |
| Loan from ABN Amro | £20,000 |

Table 8. Commercial Bank and Borrower Balance Sheet When a Loan is Given (Ryan-Collins et al., 2011; Lavoie, 2003; Fullwiler, 2012).

The loan has expanded ABN Amro’s balance sheet by adding ‘some numbers’ to it. In the words of Schumpeter (1934): “This method of obtaining money is the creation of purchasing power by banks... It is always a question, not of transforming purchasing power which already exists in someone’s...
possession, but of the creation of new purchasing power out of nothing”. For a historical summary of the view that money is ‘created out of nothing’ see King (2012). Indeed, the bank literally ‘typed some numbers’ into Alan’s bank account. However, these numbers can be used as money. It is new spending power: the loan creates a deposit. Note here it is important to differentiate between the loan that exists and the deposit. It is not so that the loan is deposited. The two rather arise together, simultaneously: the loan is the bank’s asset, and the deposit is a liability for ABN Amro. Alan can use his deposit to pay for the car, which debits his account, and credits that of the car dealer, Bill. Bill can subsequently use his deposit, to pay for his groceries, the school fees of his children, etc. While the bank’s debt (the deposit) is circulating as money, the original loan continues to exist. Alan’s debt still has to be repaid with interest and on due dates.

Let us now consider the simplest situation in which Alan’s deposit is purely used to save a part of his salary, pay interest on the loan, and pay back the loan in one time, and no other transactions. Depending on his income, the deposit will build up over time back to the original level of the loan. At this point the loan can be paid back to the bank. When this is done, money is extracted from the economy – it is literally annihilated and the money stock decreases. The asset and liability are both removed from ABN Amro’s balance since the loan to Alan (asset for the bank) is paid back, and the deposit that was created for Alan (liability for the bank) is spent on paying back the loan. Note that it is not the original deposit that is ‘paid back’; the deposit is a mere account of the total number of Pounds that Alan has. The deposit was debited when Alan paid for the car, and credited over time as his salary was paid (debiting the account of his employer). One can follow the transactions in the system, and denote these in Pounds, but one cannot follow the deposit made by the bank. These simply exist, and record the transactions. For a single bank it is easy to settle these transactions as it can credit and debit its account holders very easily; it is a question of ‘keeping score’. However, between banks this becomes more complicated, a transaction settlement mechanism is needed, which is described next.

The payment from Alan to his car dealer Bill is likely done by electronic transfer. If Bill and Alan have the same bank, this is a simple accounting entry for ABN Amro where the £20,000 is removed Alan’s account, and added to Bill’s account. The deposit, remains a liability for ABN Amro. The reduction in this liability in the form of Alan’s new deposit account is simply compensated for by an increased liability in the form of the new deposit in Bill’s account. The balance remains. However, Bill may not have the same bank as Alan. Say Bill banks with Barclay’s Bank. One can imagine that ABN Amro needs a way to ‘convince’ Barclay’s to hold the liability to Bill (Bill’s deposit). There are two ways in which the banks can settle the transaction.

First, the banks may have accounts with each other, enabling such changes to occur more easily – bilateral settlement. ABN Amro has an account at Barclay’s from which it can say to deduct the £20,000 that is transferred from John to Bill’s account. This reduces Barclay’s debt to ABN Amro, and Barclay’s takes on the debt (liability) to Bill. If ABN Amro does not have any money in its account at Barclay’s, Barclay’s could also give ABN Amro a loan. By keeping track of the transfers between each other, settlement is made easier since a large portion of transfers cancel each other out every day. This process is referred to as intra-day intra-bank clearing. For example, there may be other individuals that are transferring money between the banks, and only the net change has to be transacted at the end of the day. In this way, the liability to Alan of ABN Amro, because he had a deposit there, becomes a liability of Barclay’s to Bill.
Second, the transaction could be settled by the banks by moving their reserves at the central bank. All commercial banks hold reserves at their central bank in order to enable such transactions. Simply put, individuals have bank accounts with commercial banks to make payments and commercial banks have accounts with the central bank to make some of their payments. Note that this is less needed if the interbank lending market is strong – banks trust each other and overnight loans, with interest, can be rolled over – as this enables commercial banks to settle transactions amongst themselves. If this is not so, banks will make more use of central bank reserves to settle transactions.

In the example, ABN Amro would need to transfer £20,000 in reserves to Barclay’s central bank reserve account. ABN Amro debits its reserve account by £20,000 of central bank reserves, which credits Barclay’s reserve account by £20,000 of central bank reserves. Again, Barclay’s is ‘compensated’ for the additional liability (Bill’s deposit) it has to take on. Assuming that ABN Amro had no reserves to start with, the liability for ABN Amro that stands opposite its asset (the loan to Alan) in its books is now in the form of a loan in the form of reserves.

<table>
<thead>
<tr>
<th>ABN Amro’s Balance Sheet</th>
<th>Alan’s Balance Sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assets</strong></td>
<td><strong>Liabilities</strong></td>
</tr>
<tr>
<td>+ Loan to Alan</td>
<td>+ Deposit of Alan</td>
</tr>
<tr>
<td>- Reserves</td>
<td>- Deposit by Alan</td>
</tr>
<tr>
<td>+ Reserves</td>
<td>+ Borrowings</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Barclay’s Balance Sheet</th>
<th>Bill’s Balance Sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assets</strong></td>
<td><strong>Liabilities</strong></td>
</tr>
<tr>
<td>+ Reserves</td>
<td>+ Deposit by Bill</td>
</tr>
<tr>
<td>+ Deposit at Barclay’s</td>
<td>- Car</td>
</tr>
</tbody>
</table>

Table 9. Balance Sheets When Alan Pays Bill and Banks Settle With Reserves (Fullwiler, 2012).

In the balance sheet above, the process occurs in three steps. First (yellow), the loan and deposit are created simultaneously. Secondly (green), the transfer of the car occurs which reduces both the reserves of, and deposit at, ABN Amro, and increases the deposit and reserves at Barclay’s. Alan’s deposit is reduced and transferred to Bill’s at Barclay’s, and the car changes hands. Thirdly (blue), if ABN Amro has no reserves and thus utilized the central bank’s overdraft facility to transfer reserves to Barclay’s, it has to settle this, by borrowing central bank reserves. Note that if ABN Amro had enough reserves to make the transaction to Barclay’s, this third step would not be needed.

The central bank reserve accounts hereby enable settlement between different banks – they ensure the payment system functions, and convince bank customers that other liquid assets, such as cash, are readily available should they demand them. The bank does not necessarily require reserves before it makes a loan. Note that ABN Amro still has a net balance with positive reserves on the assets side, and positive borrowings on the liabilities side. ABN Amro can have loaned the central bank reserves from another bank in the Interbank money market (if one bank is ‘long’ on reserves – has excess, and another is ‘short’ – has too few), or can have borrowed them from the central bank in the form of an overdraft. This must be cleared at the end of the day by nonetheless borrowing...
from other banks, or with an overnight loan from the central bank, e.g. backed up by certain collateral (Fullwiler, 2012).

Historically, the origins of reserves lie in the deposits that commercial banks had with each other in order to ease payments and hereby increase the liquidity of the banking system (Feinman, 1993). Over time, these reserves were made compulsory, and established at the central bank – the legally required reserve ratio as we know it today. The fact that the required reserve requirement does not play a role in determining bank lending or the money supply is revealed by the requirements of nations. Not all nations have a mandatory reserve ratio (Table 10), relying on the commercial banks to estimate their need for reserves to ensure there is enough liquidity.

<table>
<thead>
<tr>
<th>Countries</th>
<th>No RR</th>
<th>0-5%</th>
<th>6-15%</th>
<th>&gt;16%</th>
</tr>
</thead>
<tbody>
<tr>
<td>High income</td>
<td>25.9</td>
<td>55.6</td>
<td>14.8</td>
<td>3.7</td>
</tr>
<tr>
<td>Medium income</td>
<td>2.8</td>
<td>34.7</td>
<td>47.2</td>
<td>15.3</td>
</tr>
<tr>
<td>Low income</td>
<td>0.0</td>
<td>27.3</td>
<td>59.1</td>
<td>13.6</td>
</tr>
</tbody>
</table>

*Table 10. Reserve Requirements (RR) of Countries by Income Level in 2010 (Gray, 2011).*

Especially in high income countries, there is no required reserve ratio, stemming from decades of deregulation and a reliance on higher levels of interbank trust and lending as well as voluntary reserves. Medium and low income countries are characterized by higher reserve requirements, on average between 6% and 15%, to guarantee liquidity and solvency of banks as well as enable greater monetary control (Gray, 2011).

Interest is paid on any borrowed reserves, and the interest rate in the Interbank money market (e.g. Libor, Euribor) is closely related to that which the central bank sets on borrowed reserves. In order to maintain its interest rate target, the central bank will always increase its supply of reserves whenever there is an increase in demand. Furthermore, the fact that reserves are automatically created by the central bank in the form of the overdraft facility ensures that these will always be there, in order to guarantee liquidity. In times of economic prosperity where banks create significant amounts of credit (i.e. money), there will be more pressure on the central bank to increase reserves to make sure that the payment system continues to work. The alternatives would be to refuse to issue new reserves which would lead to a credit crunch, or to relax the reserve ratio which is a rather blunt tool. Therefore, the central bank’s policy choice will likely be to create new reserves (base money) if there is a demand for them. This guidance by the market in the money supply has been referred to as an endogenous money supply. In terms of the money creation process, the reserves are thus irrelevant as they are there merely to limit fluctuations in the interest rate and ensure the payment system works so that transactions occur smoothly. They are not there to affect or limit the quantity of money:

“Monetary policy sets the price of money, which only indirectly determines the quantity. It will be shown that the overnight rate of interest is the primary tool of monetary policy…. The money multiplier is backwards. Changes in the money supply cause changes in bank reserves and the monetary base, not vice versa.”

(Mosler, 1994).
Returning to the example, it so far assumed that Alan retains his deposit with the ABN Amro, in order to subsequently transfer the money electronically to Bill at Barclay’s. It would have also been possible for Alan to pay for his car in cash. Had Alan indeed withdrawn the money from his deposit account in the form of cash to pay for the car, ABN Amro would have provided this cash on demand. Banks hold a certain amount of cash to ensure such withdrawals are always possible (note that there are daily limits to cash withdrawals in most countries). In order to obtain the cash, ABN Amro must exchange some of its central bank reserves into cash at the central bank or borrow cash from other banks if these have excess. This is illustrated in Table 11.

<table>
<thead>
<tr>
<th>ABN Amro’s Balance Sheet</th>
<th>Alan’s Balance Sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assets</strong></td>
<td><strong>Liabilities</strong></td>
</tr>
<tr>
<td>+ Loan</td>
<td>+ Deposit</td>
</tr>
<tr>
<td>- Vault Cash</td>
<td>- Deposit</td>
</tr>
<tr>
<td>+ Vault Cash</td>
<td>+ Reserves</td>
</tr>
<tr>
<td>+ Reserves</td>
<td>+ Borrowings</td>
</tr>
</tbody>
</table>

**Table 11.** Balance Sheet if Alan Withdraws his Deposit as Cash, but the Bank has no Reserves to Replenish the Cash (Fullwiler, 2012).

Firstly (yellow), the loan and deposit are simultaneously made. Secondly (green), by withdrawing his deposit as cash, Alan reduces his deposit at ABN Amro simultaneously with the cash in the bank’s vault. This increases his holdings of currency, but decreases his bank deposit. Thirdly (red), ABN Amro replenishes its vault cash in case someone else wants to withdraw money from their bank account. It does this by exchanging reserves at the central bank for an equal amount of cash. This could occur by transferring reserves to another bank from which to get cash, or by transferring reserves to the central bank, from which to get cash. Either way the bank ‘pays for the cash’ with its reserves. A fourth step (blue) replenishes these reserves, or as in the previous example takes care of the overdraft that the bank may have received if it did not have any reserves to pay for the cash with. Again, if ABN Amro had more than enough reserves, and did not need to replenish these after they were reduced in step 3 (red), then this step would not occur. However, unless ABN Amro had excess reserves, it will likely need to restore its reserves to ensure future payments occur smoothly.

The central bank will always provide this cash. It also cannot oversupply an economy with cash as this will simply be returned to a bank, who will switch it back for central bank reserves if there is an oversupply (Fullwiler, 2012). In the same way, banks can only create loans and thereby increase the money supply if the public is willing to hold bank deposits or currency, otherwise the public will simply use these deposits to repay loans or purchase bank securities which will not increase, or even decrease, the money supply (Bernstein, 2008). The willingness of the public, to both take out a loan and hold deposits or cash, is the limiting determinant of the money supply.

Cash holdings are an asset for a commercial bank, and a liability for the central bank. When the customer withdraws the cash, its deposit decreases (i.e. the bank’s liability decreases), and the bank’s assets in the form of cash holdings decrease. A balance remains. Although it may seem that cash is hereby central bank and debt-free money, it can only be obtained through a (deducted) demand deposit. The deposit is bank money, and was created through a loan to begin with. The loan
that originated the money, still exists and still needs to be paid back. In essence, the use of cash instead of the demand deposit is a mere swap of form from a promise to pay by the commercial bank to a promise to pay by the central bank. Both forms of money have no backing, they are forms of fiat money. As are central bank reserves. If you would take up these promises to pay, the central bank and the commercial bank would both give you the same amount in either cash, bank or central bank (if you are a commercial bank) deposits, in return. In addition, State guarantees of commercial banks and their deposits further reduce the difference between commercial bank and central bank money.

Given these overviews, the table below provides the main differences between the ‘new’ and ‘old’ view on money.

<table>
<thead>
<tr>
<th>Subject</th>
<th>The ‘Old’ View: Exogenous Money</th>
<th>The ‘New’ View: Endogenous Money</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base money (reserves) vs. higher monetary aggregates</strong></td>
<td>Reserves move first, then broader aggregates due they are ‘lent out’. Deposits precede loans.</td>
<td>Changes in reserves follow changes in higher monetary aggregates. Deposits and loans are created simultaneously.</td>
</tr>
<tr>
<td><strong>Role of the central bank</strong></td>
<td>The central bank can, as they desire, control the quantity of base money. The multiplier matters – there is a stable money demand function.</td>
<td>The central bank must passively accommodate the banking system to avoid economic problems. The multiplier is irrelevant.</td>
</tr>
<tr>
<td><strong>Link between reserves and bank lending</strong></td>
<td>Bank lending depends on their reserves.</td>
<td>A bank decides whether to lend irrespective of its reserves, reserve decisions are taken after lending.</td>
</tr>
<tr>
<td><strong>Effect of changes in the monetary base</strong></td>
<td>An increase in the money base (reserves), impacts bank lending and other economic indicators.</td>
<td>Increases in the money base are rare and mainly to ‘oil’ the (payments) system between banks.</td>
</tr>
<tr>
<td><strong>Role of debt in the economy</strong></td>
<td>The distribution, not the level of private debt matters in the economy.</td>
<td>The level of private debt affects the economy.</td>
</tr>
</tbody>
</table>

Table 12. The ‘Old’ vs. ‘New’ View on Money.

The main difference between the theories lies mainly in the causality between bank lending and reserves. The old view finds that credit money expansion follows the expansion of base money / reserves: banks acquire reserves and then lend. The new view on the other hand claims commercial banks first make loans, and then afterwards consider the reserves they need / require.

This may seem like an irrelevant difference but it has a number of main implications. First, before lending, a bank has adequate reserves, then any bad loans will only create a problem for the respective bank. However, in the new view, banks are highly dependent on each other for reserves, in which case a bad loan can cause instabilities in the entire banking system. Second, since money is created by commercial banks through bank loans (double-entry bookkeeping), debts do not cancel out in the aggregate and the economy can be over-indebted. By expanding the money supply, the stock of debt is also expanded. This debt (credit) needs to go to productive investments to generate additional future income to be able to service the added debt. If it rather bids up the price of assets (inflation), there is no extra income generated to service the higher debt level. The inability to service the debts has a negative effect on the economy. Money, because it is created as interest-bearing commercial bank debt, matters, and does not play a neutral role in the economy in the long-run.

However, there exists also considerable overlap in the theories. There are both exogenous and endogenous elements in both theories. The old view namely acknowledges that given an exogenously set amount of reserves, the amount that commercial banks lend out, is largely
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endogenously determined depending on the supply and demand for credit in the market. The new view claims the latter are the only drivers of bank lending and that reserves do not matter; however, they do acknowledge that the interest rate as set by monetary authorities is an exogenous constraint to bank lending. The next section focuses on the endogenous component of the money creation process: how the money supply thus rather depends on the portfolio choices of the public (firms and households), and the willingness of commercial banks to provide it (profitability analysis), all within the legal framework of government.

9.4.2. The business model of a commercial bank in the new view on money creation.

According to Cavelaars and Passenier (2012), commercial banks have three main sources of income: interest income, fee income, and trading income. Our analysis focuses on the first source, which stems from its credit creation activities. Interest income in turn also derives from three main sources. First, it is “information-based monopoly rent” (Cavelaars and Passenier, 2012) earned on general lending. Second and more specifically, the bank earns on transforming maturities by borrowing short and subsequently lending long. The resulting spread is on average positive, but also increases the bank’s vulnerability to bank runs. Third, banks will demand a premium to compensate for the risks it takes in lending.

Purely focusing on this source of income, a commercial bank’s business model entails constantly trying to increase earnings on assets, minimize payments on liabilities, and minimize capital held since equity is more costly than debt² (Fullwiler, 2012). This implies that banks aim to expand their asset side through making (credit worthy) loans, and attract as many deposits as possible since these are the cheapest liability. It is in the interest of a commercial bank to obtain deposits because in a larger bank, transactions are more likely to occur between its own clients which does not require (costly) commercial bank reserves to settle the transaction. These reserves are interest-bearing (recall they must be borrowed from the central bank or other banks) and so this is an advantage for a large bank. It can go on to hold more profitable assets. Without deposits, a bank can make a loan, but if the simultaneously created deposit is moved to another bank, this credit creation is less profitable than were it to remain in the same bank. The bank could raise the interest rate on borrowing to deal with this, but in a competitive market this will result in the borrower taking the loan out from another bank.

There are a number of general factors that influence bank income and the profitability of loans. These are as follows. In general, bank income will likely be higher if the rate of money creation is higher (this does depend on a bank’s capital constraints which is considered later). Banks are assumed to profit from lending, and a higher rate of money creation is an indication of increased credit creation. Figure 60 shows that the growth rate of the broad money supply has been increasing over time, until the crisis.

---

² Debt is ‘senior’ to equity – debtors are paid before equity holders in the case of bankruptcy thus equity holders require a risk premium, and there may be tax advantages to debt.
Note that this is the growth rate of M4, so the trend is even an acceleration of money creation until 2007. At this point the ‘credit crunch’ by which the recent financial-economic crisis was characterized is clearly seen. The growth rate dropped from about 9% to 2% but remained positive. The increase in debt repayment that complemented this will have likely put a downward pressure on bank income.

A lower (required) capital ratio, or higher leverage, will increase the returns for a bank. Figure 61 shows the rising trend in leverage of UK banks since the 1970s. Leverage here is defined by the ratio of the bank’s total assets to shareholder claims (equity or net worth).

Following a period of deleveraging in the early 1960s there has been a general increase in leverage. It is only with the recent crisis that bank’s have started to retain more equity (capital) and reducing leverage again. Profitability is further positively related to the interest rate spread that a bank earns on its loans and deposits and negatively related to the share of cash used in the economy. Figure 62 reveals the reduction in the share of notes and coins in M1 and M4 in the UK.
In the 1980s the share of cash (notes and coins) in the broad money supply decreased from about 9% to 4%, where it has been stable since. A similar trend is reflected in M1 where notes and coin reduced in share from about 14% to just 4%. This indicates the diminishing share has not just been due to the development of higher monies but rather increased use of deposits and bank cards. As electronic banking and payment becomes more popular, this share may decrease further. This decreases the need for banks to hold cash, which is costly not only for safety reasons but also because it has to be borrowed from the central bank. Its own accounts, bank money, do not. A number of other factors influence the need to hold (costly) reserves which are described below.

If the rate of circulation of unlent reserves is higher bank income will benefit through the same channel, and if more transactions occur within the same bank, fewer reserves need to be held. A bank thus benefits from a more concentrated financial sector not only because of the benefits of greater market power and less competition. It also benefits because this reduces the number of transactions that its clients will undertake with a different bank, which it needs to settle with (costly) reserves or interbank loans. This is a self-enhancing cycle, as higher profits from greater market share enable a bank to expand its market share further through for example an acquisition. In Part I we saw that in the UK there was increased concentration in the banking sector yielding that the top 3 banks now own more than 50% of the banking sector’s total assets (Haldane et al., 2010). Interbank trust also plays an important role in this, as it also enables banks to settle transactions on their own accounts without central bank reserves. Figure 63 provides an indication of interbank lending in the UK.
Between 1997 and 2008, interbank lending increased four-fold. The crisis has abruptly cut interbank trust and lending, as seen in the reduction in interbank loans since 2008.

The aforementioned factors impact bank income and the profitability of bank lending. However, there are some limitations to the activities of banks. The general mechanism is depicted in a conceptual model in Figure 64. Continuous arrows represent the main determinants or actions, while dotted arrows are secondary (re)actions that banks (can) influence. The description following the figures relates back to the various numbered errors.

In the system there exists a central bank that has a certain amount of base money or reserves (1). These are in essence outside of the money system, they do not have an effect and cannot result in inflationary pressures for example, until they are loaned into the economy via commercial banks. They are however necessary to ensure ease of payment settlements for commercial banks. The demand for the reserves comes from commercial banks (2), and in order to maintain an interest rate target and ensure stability in the system the central bank will respond by providing these reserves (3). In principle, it could also refuse to do so and let the interest rate rise, reducing credit creation.
The money supply in circulation is determined by the willingness of the public to borrow, and of commercial banks to lend at given interest rates. Consumer demand (5) can be enhanced, during asset bubbles (6). For example, in a housing bubble, individuals may be encouraged to borrow to buy a house in the expectation that they can pay back the loan, with interest and profit, because of rising prices. The house provides the collateral necessary for the bank to make a safe loan, and thus there is enough incentive for both parties to undertake the transaction. In general, in time of economic optimism, a boom, consumer demand for credit increases in anticipation of higher income, and it decreases if there is a recession.

The willingness of commercial banks to lend, depends on the profitability analyses of these banks as they operate to maximize their profits (4). This profitability depends on their ability to maintain their capital adequacy requirements (7) as it expands its balance sheet by creating new loans / deposits and on the ease for banks to obtain (cheap) deposits after a loan is made (Fullwiler, 2012). This is a different restriction than any reserve requirement, which does not limit bank lending as explained above (it rather enables the payment system). The capital adequacy requirements entail that banks are by regulation often required to hold a certain portion of their assets in the form of capital, where capital is the net worth, or equity of the bank. In most countries these are set in the Basel Accords (see BIS, 2012 for more details). The latest Basel (III) capital requirements differentiate assets according to their risk profile, and defines two different forms of capital (Tier I and II). These regulations attempt to reduce the risk of bank default and ensure banks can honor withdrawals. However, the effect of capital requirements have changed significantly with the financial innovation of the past decades (8). Deregulation has further enabled this, for example, allowing banks to move various liabilities off of its balance. These off-balance sheet assets and liabilities are not weighted in risk evaluations. Furthermore, during a boom, lower risk estimates of assets and collateral enables banks to hold less capital, as do higher lending and greater (interest) profits in such a period. In general, the loans banks create generate interest earnings, which can easily be retained to maintain capital levels. In this sense, increasing loans generates its own increase in potential capital for banks.

The willingness of commercial banks to provide credit, also depends on the credit worthiness, or the ability to repay, of the borrower (9). The development of banks becoming ‘too big to fail’ has provided banks with certainty (10) because States have responded with providing guarantees and bail-outs. Government policies to for example enhance home ownership may also reduce the limitation of this channel as banks are stimulated to provide loans to less credit worthy individuals. Furthermore, changes in the banks’ original business model from ‘originate to hold’ to ‘originate to sell’ has reduced the importance of the credit worthiness of borrowers. Nevertheless, it is not so that banks will lend (create) infinite amounts of money. An individual bank, needs to maintain its credit worthiness in order to be competitive in the market, giving them a constant incentive to reduce (visible) risk while extending as much credit as possible. Furthermore, depending on a variety of other factors such as market interest rates, increasing the quantity of loans may not be the most profitable strategy for a bank.

Although banks can create money, they cannot do so to finance their own expenditures as the creation of money – a deposit (a liability for the bank) requires also an entry on the asset side of the balance sheet (e.g. a loan) by the rules of double-entry bookkeeping. They do make a profit via the interest that is charged on the loans that they create. The standard definition of seigniorage, the difference between the productions costs of money and its face value for which it is sold, however,
does not apply to commercial bank created money. This is because the loans they create will at some point be paid back (although this can take decades as they are largely rolled over). The banking system also does not capture direct seigniorage benefits of money creation ‘out of nothing’ (occurs electronically at negligible cost), because for every loan a bank extends, they also create a deposit, upon which the system as a whole pays (some) interest. There is however a clear benefit when comparing to a system in which a bank would act as a mere intermediary. If the central bank would for example create and spend money into the economy, not all money created would be associated with a (for the banks) profitable loan. A loan from the central bank or government (read general public) would be money’s counterpart, instead of a bank loan. Only a part of the money supply could subsequently be saved and loaned by private parties. Assuming more loans results in higher profits for the banks, this results in extra income compared to the alternative system. It is not possible to place an exact monetary value on this benefit in the current situation because the alternative system does not exist. Furthermore this is not seigniorage in the sense that the bank actually receives this income.

Without having to pay the central bank for the money it loans out, total profits equal the interest rate spread between what the bank charges on the loan and pays on the associated deposit. Let us say 5%-3%= 2%. However, if there is new money that enters the economy through for example government spending, then when it is deposited the bank has to pay 3% interest on it without there being a complementary loan from which it benefits. The difference between earning 2% and having to pay 3% on all additionally created money is 5%, the interest rate charged on loans. This is how the banking system benefits, but it does not receive this in payment. Alternatively, a commercial bank would have to borrow the extra money they create from the central bank, and pay the central bank a particular base rate for it, let’s say 1%. In this case, profits of expanding the money supply equal the interest rate spread on loans and the associated deposit 5%-3%=2%, minus the 1% that it has to pay the central bank to get this additional money. Total profits reduce to 1%. In this case, the additional seigniorage profits that a bank has because it can create money equal the interest rate spread minus the central bank base rate. Robertson and Huber (2000) find this advantage to have a value of about £21 billion per year for commercial banks in the UK. The latter case is somewhat similar to the current situation if banks have to provide cash, because they have to borrow this at interest from the central bank, reducing profits. They also pay the central bank interest for any loaned reserves. The increase in the proportion of electronic bank money compared to cash, and decreased need of central bank reserves, has therefore reduced the costs for banks and increased their profits, decreasing those of the central bank and subsequently government.

The current system not only gives commercial banks additional real income as compared to a situation of them being an intermediary, but, it also widens the scope of short-termism in investments to all money in the economy. It namely requires interest to be paid to commercial banks over the entire money supply. Interest encourages short-termism because it makes long-term investments relatively more expensive than shorter ones. For example, at a 5% interest rate, a planted oak tree that provides £1000 in 100 years and a pine tree that provides £100 in ten years are worth £61 and £7.60 respectively today (Lietaer et al., 2012). Clearly, the former short-term investment will be made. For a demurrage currency with a negative interest rate, the opposite is true: long-term investments are favored.
Furthermore, the system also benefits those first beneficiaries of the expanded money supply: credit-worthy individuals or firms with high private return investments. These members of the public do not bear the inflationary effects of the monetary expansion as being closest to the point of money creation. The need for a project with high private and marketable returns to obtain a loan will also make those human and natural resources that are unprotected because their costs are difficult to internalize (e.g. the atmosphere, child labor) become exploited as they provide a high return. This misallocation of resources is rational and optimal from an individual perspective (of the bank and the debtor), but from a long-term social perspective it may have suboptimal results.

One may ask how bank money in this form has become so generally accepted. Bank money has become popular due to its ease and safety for consumers and producers, encouraged by marketing campaigns to pin or chip instead of pay with cash. However, it is only utilized and trusted because the central bank ensures direct convertibility of demand deposits (bank money) for cash and because taxes can be paid with this bank money. This aligns with the perspective in Chapter 7 that money is a creature of the State (Knapp, 1905). Applied to the creation of money, this implies that the State first has to create money, and then implements a tax in order to create a demand for this money: “logically, and in practice, government spending comes prior to taxation” (Tcherneva, 2006) and “the fact that taxes need to be paid gives value to the money of the economy” (Minsky, 1986). It is not the government that needs to tax its population to obtain their money, but the population needs the government’s money to pay taxes (Wray, 1998). A government with a sovereign currency can always expand its fiscal position to finance its expenditures (Fullwiler, 2009b). However, today, it is not the government that creates the money supply, but for the largest part commercial banks and the government accepts this bank money as payment for taxes. It is the direct convertibility between government or central bank money and commercial bank money that has made bank money a perfect substitute. The demand for bank money is derived from the ability to pay the State in it. However, the problem remains that private banks can go bankrupt.

In addition to accepting commercial bank money for tax payments, national governments have also in many countries limited themselves to utilizing existing money to finance expenditures instead of creating it themselves or by lending from the central bank (e.g. Article 123 of the EU Lisbon Treaty). Bezemer and Gardiner (2010) explain how these restrictions on central bank lending to government restrict monetary policy influences on liquidity. In double entry bookkeeping, for every liability there must be an asset of equal magnitude. If a government could lend from a central bank, this would create assets with the central bank, which could be complemented by commercial bank liabilities. This would enable both monetary expansion or contraction as well as more influence on bank behavior by in this manner affecting their liquidity. The numerous other possibilities that could open up if money, fiscal policy, and monetary policy are interpreted differently are explored by Mosler (2010). It places public deficits and other debts in an entirely different perspective, bringing the analysis of money back to the real economy. However, there is clearly a reason behind the restrictions on government lending and money creation. They have been in response to experiences of excessive government money creation and spending, of which inefficient investments and (hyper) inflation were the result (Zarlenga, 2002). However, Zarlenga also describes that these fears and charges have been largely misplaced. It has nonetheless tilted the balance away from public intervention in money creation, and as seen so far in this chapter, towards private control over the money supply. The 2007 crisis may well have illustrated that a more balanced approach is required.
9.4.3. Evidence for the new view on money creation.

Although there is as of yet no mainstream macro-economic textbook based on this perspective (see for a first attempt Godley and Lavoie, 2007), there is clear econometric and empirical evidence for the endogenous money view, even from research by neo-classical economists. Fama and French (1999) for example find that “the source of financing most correlated with investment is long-term debt” for American publically traded non-financial firms between 1951 and 1996 (Figure 65).
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*Figure 65. Corporate investment financing (Fama and French, 1999).*

The correlation between firm investment and new stock issues (equity) is just 0.19, 0.56 with retained cash earnings (RCE), and a significant 0.79 with long-term corporate debt. There is further evidence that debt, as represented by broad credit created by banks lead the money supply (Kydland and Prescott, 1990), which would not be expected if savings are first needed to fund investment, lending, depositing and relending takes time, and if reserves limited bank lending. In this case one would rather expect there to be a time lag between the monetary base and other higher aggregates.

“There is no evidence that either the monetary base of M1 leads the cycle, although some economists still believe this monetary myth. Both the monetary base and M1 series are generally procyclical and, if anything, the monetary base lags the cycle slightly ... The difference in the behavior of M1 and M2 suggests that the difference of these aggregates (M2 minus M1) should be considered ... The difference of M2 – M1 leads the cycle by even more than M2, with the lead being about three quarters”.

*Kydland and Prescott (1990).*
Caporale and Howells (2001) base a causality test on UK data to determine whether loans create deposits. The traditional bank’s balance sheet (Flow of Funds identity) and ‘credit counterparts’ approach have both always stated that changes in bank loans (to the non-bank public and government) must equal changes in deposits and notes and coins held by the public (the money stock). However, the authors argue that while this identity must always balance, it can be rewritten such that the a change in base money appears on the right-hand side implying the money stock is exogenously determined by changes in central bank reserves. Using a Vector Autoregression (VAR) and not a bivariate causality test to determine the direction, the authors control for any omitted third factors, such as GDP that drive the demand for loans. As explained above, when a bank creates a loan (an asset for the bank), it simultaneously creates a deposit, a liability for the bank but an asset for an individual to use in the real economy. In this sense, a loan creates a deposit. This deposit is likely to immediately be spent on what the loan was taken out for, increasing deposits for other people in the process. Caporale and Howells (2001) find that loans create deposits.

The money multiplier model of banking would further predict that there is more money in the economy than debt because for a stock of money a certain percentage cannot be loaned out. The difference would equal the base money in the economy. However, in practice we see quite the opposite, debt levels in the UK as well as the US exceed monetary aggregates (Keen, 2009b). In the same way, the UK has seen an immense increase in higher monetary aggregates without an increase in the base money (M0) that would be expected under the money multiplier model given a stable money multiplier (Figure 66). Although one can expect the multiplier to have altered somewhat given decreases in the currency holdings ratio (public cash demand) and the reserve ratio (see section 9.3), this cannot account for the discrepancy seen in the figure below.

![Figure 66. Negligible Increase in M0 Despite Rapidly Rising M1-M4 in the UK (Bank of England, 2012a).](image_url)

Arestis and Sawyer (2008) also consider the endogenous creation of credit money with commercial banks, to which they refer as the ‘New Consensus in Macroeconomics.’ After presenting the main...
mechanisms of this theory, they link it to monetary policy, revealing that this explanation of money corresponds better with the effects of monetary policy in reality. In Galbraith (1975), the failed monetary policy of the United States in the 1930s reveals the lack of power of the Federal Reserve in affecting the money supply confirming that “it was the state of trade that ruled” (Galbraith, 1975) the money supply – i.e. the market. At the same time, government borrowing and spending through public works directly created and injected money into the economy with a real effect.

Keen (2009a, 2012a) explains along similar reasoning why the recent bailouts of the financial sector were not able to prevent a recession. These were based on the assumption of a money multiplier which did not exist (Keen, 2000; Carpenter and Demiralp, 2012). Increasing the money supply by increasing the commercial banks’ central bank reserves does not increase lending and money from the endogenous perspective, since these are dependent on the trust and demands of the non-bank sector which remained low as their level of debt had become too high. Galbraith already stated this in 1975:

“The largest part of the supply of money, as by now will be adequately understood, is deposits in banks. These come into existence as people and firms borrow money. If business is sufficiently bad, profit prospects sufficiently dim, gloom sufficiently deep, businessmen may not borrow money. Then no deposits are created, no money comes into existence. The banks can be provided with cash for reserves by purchases of government securities by the Federal Reserve Bank from the banks or their customers. This cash will then lie fallow in the banks.”

(Galbraith, 1975).

This reasoning has been applied by Koo (2008) to Japan’s deflationary experience, which started in the 1990s following the collapse of a real estate and stock market bubble. He argues that in the ‘balance sheet recession’ that occurred, the money supply in Japan did not respond to monetary policy because the private sector was in a process of deleveraging. Despite quantitative easing and even negative real interest rates, firms and households could not be induced to take on more debt, limiting any increase in the money supply.

For the same reason, the massive increase in central bank reserves (base money) that has occurred in the recent Western crisis has not created the inflation that would be expected with the money multiplier model. In the US for example, base money doubled in four months from October 2008 to February 2009 (it also doubled between 1994 and 2008), but the money supply clearly did not increase by the US$7 trillion that would be associated with this increase during the crisis, and neither was there dramatic inflation (Keen, 2009b). Bezemer and Gardiner (2010) also claim money was confused with liquidity in the decisions on quantitative easing by the UK central bank. Central bank lending to commercial banks increases liquidity, but not necessarily money, for the same reason as just stated. Lavoie (2010) has similar critique on mainstream monetary theory, revealing how the actions of central banks in response to the most recent crisis have more explicitly revealed the endogenous nature of money. Focusing on the United States, he evaluates the steps that the Federal Reserve took during the crisis in chronological order and finds that the new view on money is again found to be a better framework upon which to build monetary policy than the old view. The related monetary policy which is based on the money multiplier is losing ground to this New Consensus view based on endogenous money, also amongst central bankers (Bindseil, 2004).
Indeed, awareness that the process does not occur in the way that is taught in mainstream textbooks exists amongst central banks. The Federal Reserve Bank of Chicago (1992) states: “What they do when they make loans is to accept promissory notes in exchange for credits to the borrowers’ transaction accounts. Loans (assets) and deposits (liabilities) both rise by the amount of the loan”. Similarly the Federal Reserve Bank of Dallas (2009) states: “banks actually create money when they lend it”. Also in Europe, the Bundesbank (2009) describes how money in the Eurosystem is “primarily created through the extension of bank credit ... The commercial banks can create money themselves, the so-called giro money”. The Bank of England (2007) refers explicitly to bank money created through loans: “By far the largest role in creating broad money is played by the banking sector. Banks intermediate funds by taking deposits and lending part of that money to others. When banks make loans they create additional deposits for those that have borrowed the money. There is, therefore, a strong link between the growth of money and credit”. The same report reminds us that the money and credit supply are not exactly identical because transactions are made with foreign banks and public sector deposits cause discrepancies. Another reason why loans do not exactly equal deposits is because a portion is extracted from the banking system as cash. But even in this case the cash enters the economy via a bank deposit, it is a mere alteration of form. It does not alter the money supply, only who obtains the seigniorage.

Most recently, the European Central Bank (ECB) has confirmed that reserves do not ‘seed’ the process of money creation, but rather respond to the demand for them: “In fact, the ECB’s reserve requirements are backward-looking, i.e. they depend on the stock of deposits (and other liabilities of credit institutions) subject to reserve requirements as it stood in the previous period, and thus after banks have extended the credit demanded by their customers” (ECB, 2012). It seems that central banks are aware of the process of endogenous money creation, but that there is a discrepancy between central bank and economic theory. For example, with an understanding of endogenous money creation, government deficit spending (fiscal policy) would be encouraged after the collapse of a debt-based asset bubble. As explained by Koo (2008), this would take on the debt that the private sector will not, in an attempt to maintain incomes and economic activity. However, in the recent crisis, ineffective monetary policy and aggravating fiscal austerity have been undertaken (Koo, 2012).
9.4.4. Aggregate Demand, Income and Debt.

Another proposition that emerges from the endogenous money school is that aggregate demand (AD) can differ from income (Y). It stems from work by Schumpeter and Minsky who stated that a change in debt (ΔD) adds to income to form aggregate demand by financing investment (Schumpeter, 1934) and speculation on asset prices (Minsky, 1982), as well as Keynes’ insight that investment expenditures generally occur before income (Keynes, 1937). A prominent advocate of this theory today is Keen (2012b). The difference between aggregate demand and income is claimed to stem from the fact that AD is what “firms, households, and governments plan today to spend tomorrow” (Campiglio and Bernardo, 2012) and not equal just to realized expenditures, as explained by Minsky:

“For real aggregate demand to be increasing, (...) it is necessary that current spending plans, summed over all sectors, be greater than current received income and that some market technique exist by which aggregate spending in excess of aggregate anticipated income can be financed.”

(Minsky, 1982).

This difference is claimed to be funded by the net change in debt in the economy, as financed by banks. Keen argues that monetary aggregate demand has two sources: income from the sale of existing goods and services and from new bank issued credit (debt). The two related sources of expenditure are new goods and services and financial claims on those assets that already exist. Therefore, while in a non-monetary economy aggregate demand (AD) equals aggregate supply (AS), in a monetary economy “aggregate demand equals income plus the change in debt, and aggregate supply equals output plus new purchases of financial assets” (Keen, 2012b).

\[ AD = AS + \Delta D = Y + \Delta D \] (24)

Income (Y) goes mainly to consumption goods, while debt funds investment and speculation on asset markets. Income is measured with GDP. The proof provided by Keen (2012b) is as follows:

In an economy we differentiate between income (Y) and expenditures (E). In a closed economy without government nor speculation, income equals wages (W) plus profits (π).

\[ Y = W + \pi \] (25)

These profits are either retained for investment purposes (πI), or they are distributed and spent on consumption (πD).

\[ \pi = \pi_I + \pi_D \] (26)

Expenditures are made up of consumption goods and services (C), and investment goods (I).

\[ E = C + I \] (27)
Assuming there is no saving, wages and retained profits by firms for distribution pay for total consumption.

\[ C = W + \pi_D \]  \hspace{1cm} (28)

Retained profits for investment and loans (change in debt for investment \( \Delta D_i \)) pay for total investment.

\[ I = \pi_i + \Delta D_i \]  \hspace{1cm} (29)

Combining these equations, we find expenditure and income equal:

\[ E = W + \pi_D + \pi_i + \Delta D_i \]  \hspace{1cm} (30)

\[ Y = W + \pi_D + \pi_i \]  \hspace{1cm} (31)

The discrepancy between these is the change in debt:

\[ E - Y = \Delta D_i \]  \hspace{1cm} (32)

which is why AD, i.e. current expenditure, equals income plus the change in debt for investment.

\[ E = Y + \Delta D_i \]  \hspace{1cm} (33)

This model is expanded by adding speculation, government, and a foreign sector, but this does not alter the main argument that aggregate demand exceeds income by the change in debt in an economy. However, Keen fails to reflect on his argumentation from a ‘real’ perspective – that considers the real flows of goods and services and the stock of assets in existence at a particular time. Indeed, the time periods considered in the analysis are also not clear. Namely, the money (change in debt) adds to expenditure without affecting income in the same period, while in real terms, any increased expenditure must also increase income (one cannot build a machine using only the promise of a bank). Output allocated cannot exceed output produced and money cannot be invested in real terms without simultaneously increasing both of these. A better explanation by Keen and more intensive study of this proof is required, in an attempt to find a way in which to incorporate debt in circular flow accounting. Below, we will see that empirics do reveal some relationship between changes in debt and changes in economic variables such as unemployment and asset prices.

The argument is also considered by members of the New Economics Foundation (NEF) (Campiglio and Bernardo, 2012). As illustrated in Figure 67, they commence with a firm’s sales, which are distributed to workers in the form of wages, and the firm as retained profits. Wages determine what workers plan to spend. Profits, together with any extra finance in the form of credit, makes up a firm’s planned investments. Together, these make up planned aggregate expenditure. Planned expenditure at time \( t \) is realized expenditure at time \( t+1 \). In a more detailed model sales also go to debt servicing and repayment but the basic investment effect is not affected.
Figure 67. Income Becomes Planned Aggregate Expenditure via Debt (Credit) (Campiglio and Bernardo, 2012).

It is the time lag between planned expenditure, and realized expenditure that causes the discrepancy between income and expenditures in the monetary economy. The need for money before income results in credit creation; banks finance the gap.

Empirical data reveals the impact of the change in debt on aggregate demand. In the United States for example, the crisis has resulted in a rapid deleveraging as seen in Figure 68.

While GDP (income) only reduced slightly, this approach explains the much larger decrease in aggregate demand that was experienced. This effect is especially significant because it is the change in the rate of growth of debt alters the level of aggregate demand. Furthermore, the rate of growth of aggregate demand is affected by the acceleration of debt, as well as the change in income as measured by GDP.

\[
\frac{d}{dt} AD = \frac{d}{dt} Y + \frac{d^2}{dt^2} D
\]

(34)

This relationship has been noted by several other authors as well, including Bernanke, Gertler et al. (1996) who denoted it by means of the ‘financial accelerator’ related to the velocity of money. The effect here is based more on the rate of growth of the volume of money. Biggs and Mayer (2010) also find a similar effect (‘Credit Impulse’) that boosts aggregate demand through greater credit flows (money). Keen prefers the term ‘Credit Accelerator’ (Keen, 2012a), but the concept remains the same.
– a change in the rate of growth of debt drives changes in economic activity. This debt accelerator has a high correlation with changes in unemployment and change in asset prices in the US as seen in Figure 69 and Figure 70 respectively.

![Credit Acceleration & Employment Change](image)

**Figure 69.** Credit Acceleration and Change in Employment in the US (Keen, 2012a).

![Mortgage Acceleration & House Price Movements](image)

**Figure 70.** Mortgage Acceleration and Changes in House Prices in the US (Keen, 2012a).

The second order derivative of credit and mortgages (specific to the house price analysis) in the US, i.e. the acceleration of these indicators, correlate significantly with the changes in unemployment and house prices respectively. The former has a correlation coefficient of 0.69 and the latter of 0.78. There is a relationship between the change in the rate of change of debt and economic activity (unemployment) as well as asset prices (house prices) that again emphasizes the need to consider debt (credit), i.e. money, in economic theory and policy.

9.5. *From the old to the new view on money.*

Dow (1999) presents a comprehensive overview of the development of banking and financial systems over time that I believe is important to present here in some detail following the old and new view on money. It namely gives insight into how these processes developed over time, and nuances the question as to ‘who is right and who is wrong’. A description of early deposit banking from Kohn (1999) and other sources on early merchant banking are also utilized to add detail to the earlier stages of banking. Dow describes five stages of banking:
1. Pure financial intermediation
2. Bank deposits used as money
3. Inter-bank lending
4. Lender-of-last-resort facility
5. Liability management
6. Securitization

In the first stage, banking was purely financial intermediation whereby savings were borrowed and then lent out, payments were done in the form of commodity money or coins, and there was neither endogenous money creation nor a money multiplier. Note that there was a large variety in deposit bankers, ranging from moneychangers, to gold- and silversmiths, as well as religious and governmental institutions (Kohn, 1999). Again we see the importance of the variety of origins of money that were described in Chapter 7 – commercial, religious, and of the State. At this point in the history of banking, savings are required to fund investment – banks do not lend money out of nothing, they lend money on once it is obtained by other means. Medieval law took this banking practice into consideration, differentiating between deposits that were merely left at the bank for safekeeping and could thereby not be lent out (depositum regulare) and deposits that the bank could use to lend out to earn a return on (depositum irregulare) (Kohn, 1999). In the first case deposit holders always had access to their money, while in the second they legally gave up their immediate right to access for a certain time period in which the money was passed on to someone else mediated by the bank who can then utilize the claim on the real economy. See de Soto (2009) for a legal evaluation of our money. No money is created by the banking sector in this stage. This form of banking occurred at a local scale, and established the foundations of our modern banking system.

A second stage of banking developed when bank deposits (accounts) started to be used as money in societies to ease transactions, overcome the many problems associated with coinage, and to maintain a legal record or evidence of transactions made (Kohn, 1999). It made each involved individual dependent on everyone else’s trust in the banks as these became an account-keeping third party necessary to settle transactions as also described in Graziani (1989). The introduction of paper money reduced the drain of reserves for banks, and enabled them to multiply these to some fractional reserve by their own judgment. One could essentially make “payment in bank” (Kohn, 1999); loans drawn on the bank were not given in cash but in bookkeeping entries (Zarlenga, 2002). The bank’s capital and deposits did not fully cover these loans thereby creating fiduciary money and expanding the money supply (Roover, 1963): “bank money (schritura di bacon) was in fact the same as money (denari) and cash (contanti)” (Goldthwaite, 2009: 452). This commenced the use of using a third party’s debt (credit) as money, created ‘out of nothing’. Investment could now be funded by means of credit creation, which did not necessarily require saving in advance – banks could not only lend money on once it was obtained, but could also lend money without necessitating anyone else to give up their claim, thereby creating money and a new claim on the real economy. Banks did initially remain focused on local investments and savings, because this kept (re)deposits in their reach.

In the third stage, banks reduced the limit of reserves by setting up interbank accounts which enabled them to settle payments to each other with fewer physical reserves when customers transferred money between different banks. Kohn (1999) describes how this process developed into a process of lending reserves to each other, which increased the multiplier because banks could hold again fewer reserves as they ‘netted and extinguished debts’ at the end of each day. Trade fairs in
the thirteenth century are an example of the simplest form of this method as no cash reserves were used. Merchants sold and bought in two rounds, netting and extinguishing their debts to each other in the same way that banks could with each other, and within themselves between accountholders (Kohn, 1999). This developed in banking in later centuries, requiring double-entry bookkeeping of which the roots lie with Italian merchant and banking families such as the Medici (Roover, 1963). This innovation also led a more national banking system as banks could lend as well as obtain deposits from beyond their locality, and because payment through a third party was especially beneficial when dealing with strangers. Promises of payment (such as bills of exchange) were used in society as money, enabling exchange (crediting and debiting accounts) at any geographic location. Furthermore, because there was a time lag between the issuance and the time of payment, the bills had a credit function which was exploited by banks by demanding interest payments on them (Goldthwaite, 2009).

In a fourth stage some form of a central bank realizes the importance of trust in the system, and takes upon itself the role of lender-of-last-resort if interbank lending fails. In this key step, reserves become responsive to demand because there is always a party that will provide them and thus bank credit creation is no longer constrained by reserves. This task could be undertaken by a government or private organization. The central bank has oversight of the system, but it does not have the power to limit credit creation by banks as this now rather depends on the market’s demand for loans. In response to this demand, the banks are now able to determine the volume of credit they create, and its distribution.

In stage five, other financial institutions evolve that are not banks, increasing competition within the sector. Banks increase the amount of credit they create and try to attract deposits in an attempt to maintain and/or increase their market share. The explosion in credit cannot be complemented by an equal increase in economic activity and asset speculation commences, as well as loans to more risky borrowers. The amount of credit supplied by banks is uncontrolled and no longer directly related to real economic activity.

The sixth stage that Dow describes is closest to the current situation. Deregulation opens up borders and exposes national financial sectors across the globe to each other’s competition but leading to greater concentration of the sector in a few main financial centers. This is also where a large portion of the credit decisions are taken, and these become based on the availability of capital because of capital ratios that are established by governments in an attempt to control the large amount of credit in the system. Over-lending reveals that a large portion of loans will unlikely be repaid, resulting in an attempt by banks to securitize their assets (loans), pass these on to other parties, or shift them off of their balance sheets. Banks also turn to more service oriented activities instead of credit creation in order to increase their liquidity.

One could deduce a following stage along the lines of Minsky’s Financial Instability Hypothesis in which the system collapses due to excessive debt. Interbank trust collapses and the central bank’s role as a lender-of-last-resort becomes crucial. Build up along these lines would require deleveraging and a reduction in the scope and scale of the financial sector. It is beyond the scope of this thesis to present such solutions, but the development of the industry over time provides various clues as to how this may need to evolve. However, it is not so that the multiplier model is ‘wrong’ as a money system, it merely does not describe the money system we are in today. Developments over time
have yielded the endogenous, credit-based money system, with both its positive and negative impacts.

**9.6. Conclusion and discussion.**

In sum, the new view on money emphasizes the debt nature of money and the role of lending in money creation. Money today is created by commercial banks when they give out a loan, it circulates, and is recorded in bank accounts by means of double-entry bookkeeping. Money is non-neutral because the nominal value of debts are not adjusted according to changes in the money supply. In addition, if an expanding money supply is not invested productively, the economy can become over-indebted. Money is thus non-neutral – in the short-run and long-run.

Furthermore, the new view on money emphasizes that the money supply is endogenously. The money supply depends on the portfolio choices of the public (firms and households), and the willingness of commercial banks to provide it, all within the legal framework of government. To make these loans and investments, the system of commercial banks does not need ‘new money’ flowing in, it can create it ‘out of nothing’. A bank is not constrained by its deposits since loans create deposits simultaneously, nor by the monetary base or its central bank reserves, since it can lend these from other commercial banks or the central bank at any point in time. This is so for a single bank, and any aggregate of banks (Fullwiler, 2012). Central bank reserves merely ease interbank settlement of transactions (ensure the payment system works), only beyond what occurs through interbank overnight lending. This latter process could be seen as a substitute for central bank reserves, reducing commercial banks’ reliance on the central bank to increase credit. If there would only be one commercial bank in the economy, they would not be necessary (Bernstein, 2008).

The theories are derived theoretically, but based on empirical evidence. This includes that bank lending occurs before the creation of reserves (i.e. lending leads the money supply), contrary to the money multiplier model (Moore, 1979; Carpenter and Demiralp, 2012). In addition, that investment correlates better with levels of debt of firms than retained earnings (Fama and French, 1999). And that the acceleration of debt correlates well with changes in economic activity (Keen, 2012a).

Applying this to the current financial crisis, an increase in central bank reserves (e.g. quantitative easing) will not result in more credit / money. It merely increases the liquidity, or ease of payment. The added base money takes the form of inactive reserves, as the private sector will not take on more debt if it is already in a lot of debt and will rather continue to deleverage. The added base money will thus also not be inflationary, unless it is spent above the productive capacity or if the creation of base money is greater than the total amount of debt in the economy such as what happened in Zimbabwe (Fullwiler, 2009b). Any deflationary trends will rather continue, as firms still attempt to not go bankrupt. In the new view, the money supply is determined endogenously in the market, through the interaction between the demand from firms, households and governments, and the supply of banks. This relates back to the ‘old view’ IS-LM model and the liquidity demand function therein (see section 8.3.6), which reflects the demand for money based on the nominal interest rate and the state of the economy (transactions, output, income).

Standard economic theory rather assumes the money supply is exogenously set. This means that there is a degree of public control over the money supply through the interest rate and directly through the quantity of the monetary base. Even neo-classical economists allocate a role in the
economy to monetary policy because of the public function of money and banking, and to maintain a
certain price level. However, endogenous money theory finds that this is not the case. Friedman
(1999) discusses this loss of control, and finds that current trends are reducing the power of the
central bank, and increasing that of commercial banks. The control we think we have over the money
supply through the central bank is not there, because it is directly related to credit creation, and we
cannot change whether the public borrows, or banks lend. This explained the Japanese ‘balance
sheet recession’ (Koo, 2008), and with recent events is also becoming more obvious in the West
(Keen, 2012a). The question as to who controls the money supply, and who can create money, has
been a historical battle as various historical recollections illustrate (Zarlenga, 2002; Griffin, 2006).
New proposals such as the American Monetary Act attempt to restore this power with the general
public through the government. Chapter 8 gave the propositions of Austrian school economists to
deal with this by either expanding or reducing regulation through the reserve ratio. However, before
making such propositions, the effect of the fact that money is not just an ‘exogenous stock’, but debt
(credit), endogenously determined in the market, needs investigation.

This chapter has revealed the link between money and credit creation, which restates the conclusion
of Chapter 7 that money can be interpreted as debt. Bezemer (2012) states: “In contemporary
society, banks have replaced Babylonian temples and medieval merchants as the institutions
authorized to issue money. But they still essentially do what was always done, and money still is a
category of credit. As they grant loans, banks create new credit tokens (now electronic bits) in the
form of bank deposits or ‘liquid liabilities’, which are transferable and widely accepted as means of
payment”. This means that to be able to expand the money supply, an additional individual, firm or
government must go into debt with a bank.

The theoretical argumentation of the more heterodox schools, their supportive empirical evidence
not only from their own school, and the acknowledgment of the mechanisms amongst central banks,
has convinced me that the ‘new’ approach to money is a valuable addition to the study of not only
the issue of money creation, but the economy as a whole also. Given money’s non-neutrality, one
can more accurately describe and explain empirical observations, especially also beyond time periods
of economic stability. There has been clear progression in economic thinking such as the
improvement on the Classic model by Keynesians by incorporating an adjustment time period;
however, standard linear equilibrium analysis is maintained. Furthermore, there remain assumptions
that do not match with empirical observations such as that the velocity of money is constant (recall
the Classical Fisher equation of exchange), and ‘old’ view models have been found to lack predictive
ability (Omerod, 1994). I am convinced that money has an effect on the real economy because of its
debt-based nature and because it is brought into circulation by private, commercial banks as a
private sector in the economy. It is also from this perspective that Part III will consider the
implications of money as interest-bearing bank debt on the three pillars of sustainable development.
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Part III – Money and Sustainability: A Model.

This Part aims to bring together the first two parts of this thesis. Part I revealed that if the current money system results in an increase in income inequality, either because of the form or method by which money is created and brought into circulation, the outcome will necessarily be less sustainable. Furthermore, if there is any mechanism in the current money system that causes a growth imperative, this will almost certainly induce environmental degradation. Finally, sustainability requires an efficient allocation of scarce natural, human and physical resources. The goal of Part III is to investigate whether the current money system of interest-bearing debt is viable, whether it results in income inequality, causes a growth imperative for the economy, and whether it allows for a resilient and competitive economy.

A system dynamics approach has been taken to be able to model the complexities of the money system. It also enables a more revealing dynamic analysis compared to a static evaluation, and ensures stocks and flows are distinguished correctly. The modeling efforts described in the following two chapters replicate work by Keen (2009; 2010a; 2011a,b). Other attempts to model the money system mathematically exist, mostly using a ‘Social Accounting Matrix’ (SAM) framework, which considers the flows between different sectors in the economy. Godley and Lavoie (2007) are furthest in these attempts with their stock-flow consistent modeling (SFC), as Circuit theorists such as Bellofiore et al. (2000) and Rochon (2005) have difficulties in explaining aggregate profits. However, Keen’s approach is chosen over Godley and Lavoie’s; the difference being that Keen:

1. Models continuous instead of discrete time with differential equations;
2. Models assets and liabilities of the different parties separately, this accounting approach makes endogenous money creation more explicit;
3. Does not aggregate the incomes of different parties (households, firms, banks) enabling an analysis of trends between these.

Keen’s models combine and extend previous modeling efforts. He commences with the basic Circuitist model (Graziani, 2003) that includes a bank as a necessary third party to settle exchanges between households and firms. There are thus three agents in this simple model: banks, households,
and firms. Each of these have a transaction account (deposit), which sum to total liabilities of the banks. Opposite to these stand the bank’s assets: a record of the total stock of loans in the economy. Keen applies SFC and SAM modeling techniques (Godley, 1999; Godley and Lavoie, 2007) to record the various transactions in an accounting matrix. While for brevity these are not presented here, the reader is referred to Keen (2010b) for an exposition. The model of basic interactions between firms, households and bank is expanded using Goodwin’s growth cycle model (1967), in which the interaction between wages (as a share of output) and the employment rate cause a trade cycle. The cyclical behavior thus stems from the struggle between labor and capital over total income, which is an interesting and necessary component of our analysis of long-run trends in wealth and income inequality. The cyclical nature of the economy may also contribute to its long-run viability and (in)stability through feedback loops, which is another reason to maintain this part of the model. To model Minsky’s (1982) insights on financial instability the model is augmented by an investment function that allows firms to borrow to invest above their retained earnings – exogenously modeling firm behavior. Together, these result in a cyclical model of the economy in which booms and busts are a natural component, while these lack in the equilibrium models currently used in economics and policy-making.

This part of the thesis presents a simple monetary model of the economy to judge the effects of the financial system on some aspects of sustainability. The model is fully based on Keen (2009, 2010a), who developed this new model of the economy as an alternative / complement of the traditional and extensively analyzed models. We have chosen Keen’s approach because, to our knowledge, he is the only one who explicitly considers the money system and money as interest-bearing bank debt. It is not my claim that it is the ‘best’ model of the economy. Quite to the contrary, as it has yet to establish itself in the economics discipline and has various shortcomings that will be considered in the final conclusion and discussion chapter. Rather, it was chosen because it explicitly deals with what this thesis investigates: money as debt. Parameters are chosen following Keen, who calibrated them in such a way the outcomes are in reasonable agreements with recent trends in the averages of key variables in OECD-economies. The model is in its infant stages and still requires extensive research, in particular with respect to the sensitivity to model parameter values and the robustness of the outcomes under parameter changes. Besides, the interactions with the real economy have to be expanded (government, real estate) and an endogenous simulation of more complex agent behavior are areas for improvement. Despite its various shortcomings, the model does provide an interesting preliminary analysis of the role of the money system in the economy and strongly suggests that macro-economic models should incorporate the banking sector if they are to become more relevant. I hope that the present endeavor will stimulate other researchers to pursue a similar direction.

This section is organized as follows. Chapter 10 first presents Keen’s (2009, 2010a) simple model of a credit economy with banks, households and firms. The goal of this chapter is to reveal the viability of a money system where money is created as interest-bearing bank debt, and to introduce the basic ‘vault’ model that is expanded upon in the following chapter. Chapter 11 subsequently presents Keen’s (2011a,b) more elaborate model of a cyclical credit economy. Each chapter provides a detailed overview of how the model is built and calibrated, the main results of various simulations, and in turn what this reveals in terms of the relation between our money system and sustainability. A final conclusion and discussion in Chapter 12 summarizes these finds.
10.1. Introduction.

This chapter presents a system dynamics model of a basic credit economy. The model focuses on the nature of money as interest-bearing bank debt, in order to determine whether there is a built in bias in the system towards unsustainable outcomes. A popular critique (see references that follow) of the financial system is that because commercial banks create money in the form of interest-bearing debt, the system necessarily requires an expanding money supply to pay this interest. It is believed to break down when less money is injected into the system (the principal) than is required to be returned (the principal plus interest). The expanding money supply is subsequently argued to result in a growth imperative as it forces society to generate an ever-increasing income flow (e.g. Sorrell, 2010). This results in a need to accumulate “more and more debt to finance economic growth, and we need more future growth to repay the debt” (Daly, 2011). While total factor productivity could be increased to yield the required growth, TFP only grows at in the OECD at an average of one percent per year, including energy (Murillo-Zamorano, 2003), and so the growth is argued to be fulfilled by a greater stocks of resources, natural as well as human.

This is heard also in popular documentaries critiquing the money system such as Money as Debt (Grignon, 2011), as well as popularized books such as Web of Debt (Brown, 2007), The Future of Money (Mellor, 2010), and Future Money (Robertson, 2012). Articles such as The Earth Plus 5% (Hannigan, 2007) and recent academic research on the link between money and sustainability (Lietaer et al., 2012) has the same starting point. So does research by the think tank Positive Money (2012) who claim this need for extra money results in the production in more goods and services along with pollution and resource use (see also Huber and Robertson, 2000). The resulting breakdown is characterized in these publications by bankruptcies and poverty, as firms and households compete for the available money to pay the interest. All three pillars of sustainability are relevant. Firstly, the publications reveal feelings of social injustice and inequity, and claims that the system results in a bias towards increasing income inequality. Secondly, as described above these critics claim it results in incessant economic growth with associated environmental degradation in an attempt to pay the interest. Thirdly, real economic competition, efficiency and progress are affected also by the concentration of economic power with creditors, large and wealthy firms or individuals who can more easily obtain loans or the banking sector itself.

Given these claims rest on the basic assumption that the creation of money by banks as interest-bearing debt requires an expanding money supply or otherwise results in a breakdown, it is an important hypothesis to test. A simple explanation why this is not so, is that the principal that is created by the commercial bank can circulate multiple times in the economy to generate the income necessary to be able to pay back the principal plus the interest: distinguish the stock and flow. Despite interest, the money supply does not need to increase to be able to service the debt – it merely requires a certain velocity of money. For example, if 5% annual interest is charged, the money stock needs to circulate 1.05 times per year to repay the debt and pay interest. Of course new debt has to be created continuously as old debt is repaid, but there is no need to grow the principal. The money supply does not need to grow, and as long as the interest rate does not increase (ceteris paribus), economic activity remains in a steady-state.
To present this more clearly I follow Keen (2009, 2010a), recreating his ‘vault’ model of a Wicksellian pure credit economy (no central bank nor high-powered money) in Vensim (he uses his own program QED – Quesnay Economic Dynamics). The title ‘vault’ reminiscences the 19th century US free banking period when banks printed their own money and stored this in their vaults to subsequently lend into circulation. Banks today do not actually print money which they store in a vault, they do essentially the same thing electronically in the form of deposits. The vault enables one to simulate a finite or infinite money stock, ‘created out of nothing’, and spent into the economy as bank credit (debt / loans).

The model is a monetary model of the real economy as it extends the basic two agent model (households and firms exchanging goods and labor) to include a third agent: the bank. The traditional circular flow model of the economy abstracts from this party. By including the bank, one can consider deposit accounts, lending, and the money supply explicitly. The bank is needed in a credit economy to settle payments (on other parties’ deposit accounts) and extend loans. The model does abstract from institutional features such as a central bank and government to merely illustrate the viability of a basic credit economy in which interest-bearing bank debt circulates as money. It also enables a neat and accurate separation between stocks and flows, which is vital in the explanation of the system’s viability. Finally, the model is also presented here to introduce the more complex version of it that follows in the next chapter.

10.2. Model structure.

The model is based on a number of features from Part II. First, banks cannot create money for themselves to spend (this is why the vault is differentiated from the bank’s transaction account) and once a loan is repaid (into the vault) the money is removed from circulation. The bank hereby does not benefit from the difference between the production costs of the money and its face value. Second, although the bank does not require funds to create a loan (as simulated by the vault), the moment it does, it simultaneously creates a deposit upon which it must pay interest (to a firm or an individual). It therefore only profits from the interest spread or margin (interest it receives on the loan minus interest it pays on the deposit). Even if the loan is immediately used to pay someone else, and deposited elsewhere, the banking sector as a whole pays interest on the deposit that has been created. Third, since the bank does not require funds to create a loan there is no role of savings in this model. They would be expected to reduce the total stock of money in circulation in the same way that loan repayments do in the model; however, for simplicity they are abstracted from here. Fourth, there is no cash in this model of a pure credit economy. This simplification does not significantly affect the interest spread because in the alternative case the banking sector would still pay interest, but now to the central bank to borrow the cash instead of to a firm or individual. The profits of this are assumed to similarly go to society at large through the government. Given that the model examines the viability of a credit economy with interest-bearing bank debt used as money, it can abstract from cash, government and the central bank. When banks buy government bonds, these are not loans to the government in the sense that they do not create new money/purchasing power.

In more detail, the model has three agents: banks, firms, and households. Each of these aggregate sectors has a transaction (bank) account. Since there is no difference between deposit and saving accounts in this model households and firms receive interest on the full value of their bank accounts. These stocks are a result of the incoming and outgoing money flows that are given in Figure 71 and
described in detail below. Each agent’s balance sheet is also given in the figure, though the simulations will focus on the monetary flows as that is what the critics of the system claim is impossible. A ‘vault’, also a stock, is modeled to be able to simulate money creation (destruction) out of (into) nothing. Beyond these inter-agent flows, loan accounts are modeled to register the total loans outstanding. This stock is a result of the creation and repayment of loans and equal to the total money supply at any given point in time since all money is created as bank debt. So all money enters the economy as a firm loan, which pays interest for it to the bank. To be able to obtain a closed form analytical solution I consider the case where only firms take loans. Households do not. The model was also run with this option to check if the general results change, but they do not. Investment is thus financed by the endogenous expansion of the money supply.

![Figure 71. The ‘Vault’ Model Structure.](image)

The three agent model is shown to have five state variables (stocks $X_i$): $X_1 \ldots X_5$. These are each represented by a different uppercase letter. The rate of change of these stocks is given by $\frac{dX_i}{dt}$ and is ultimately a function of the other stocks such that $\frac{dX_i}{dt} = f(X_1 \ldots X_5)$. The flows in the model are given by lowercase letters and yield yearly expenditures and incomes. Equilibrium conditions are found such that $\frac{dX_i}{dt} = 0$. However first, the stocks and flows are described in more detail.

1. An account tracks the total stock of debt in existence at a certain point in time ($D$). New loans add to this stock of debt ($d$) and those loans repaid are subtracted ($r$). Note that these are not true flows, they are mere ledgers entries. There is an initial stock of debt in the economy denoted by $D_0$. The stock is used to calculate the interest firms pay per year and the amount of debt they repay per
year. It is part of the assets side of the bank’s balance sheet, and the liability side of the firm’s balance sheet.

\[
\frac{d}{dt} D = d - r
\]  

(35)

2. A commercial bank vault \( (V) \) decreases with new loans (debt) made \( (d) \) and increases with those loans repaid \( (r) \). Loan creation puts money into circulation and repayments take it out. The vault has an initial value \( V_0 \). The money in the vault is merely a variable needed to represent the money that is loaned into the economy. It exists beforehand to simulate the creation of money ‘out of nothing’. Separating the vault and the bank’s transaction account differentiates between the accounting entries the bank creates in the form of loans (money), which they cannot use for themselves (from the vault), and what the banks owns and can spend (in its transaction account). In terms of flows in and out of the vault:

\[
\frac{d}{dt} V = r - d = -\frac{d}{dt} D
\]  

(36)

3. The commercial bank transaction or deposit account \( (B) \) increases with interest payments by firms on loans \( (i_L) \), which is a product of a set interest rate on loans \( (i) \) and the total stock of loans outstanding \( (D) \). The account decreases with the interest banks pay to firms \( (i_F) \) and households \( (i_H) \) on their deposits at a set interest rate \( (\zeta) \) times their respective deposit accounts \( F \) and \( H \). Banks use their account to pay for their consumption \( (c_B) \) which is dependent on a consumption rate \( (y_B) \) and what is in their account \( (B) \). The rates are exogenously set. An alternative, more common approach to consumption, which is not applied by Keen is to set bank consumption proportional to real disposable income (i.e. interest income from firms). Given reasonable parameter values this was not found to alter the general dynamics of the model. To maintain Keen’s original model this was thus not altered. The account has an initial value of \( B_0 \). The bank owns the money in its account and not what is in the vault (no distinction is made between the owners of the bank, the bank as a commercial entity, and its employees). By not paying wages from their account to households, but directly subtracting their consumption from their own account, bankers and workers as wage-earners are differentiated. The stock of firm \( (F) \) and household \( (H) \) deposits are assets to firms and households respectively, but liabilities for the bank. The stocks of loans to firms are liabilities for firms and an asset for the bank. The change in the bank’s deposit account \( (B) \) is given by:

\[
\frac{d}{dt} B = i_L - i_F - i_H - c_B
\]  

(37)

\[
i_L = i \times D
\]  

(38)

\[
i_F = \zeta \times F
\]  

(39)

\[
i_H = \zeta \times H
\]  

(40)

\[
c_B = y_B \times B
\]  

(41)

5. A household deposit account \( (H) \) is where the workers receive their wages \( (w) \), interest from the bank on this deposit \( (i_H) \), and which is used to finance their consumption \( (c_H) \). Wages \( (w) \) are a function of an exogenous wage rate \( (\sigma) \) and the content of the firm’s deposit account \( (F) \). The interest rate households receive on their deposits is again as given above. Household consumption
depends on an exogenous household consumption rate \((y_H)\) and the total amount in the deposit account \((H)\). Again, consumption was also modeled as proportional to household income \((\text{wages})\), which did not alter the general system dynamics under reasonable parameter estimates. The account has an initial value of \(H_0\). Note again that households \((\text{provide workers to firms})\) are separated from the employees of banks who are simply modeled as the banks themselves. The change in the household account is given by:

\[
\frac{d}{dt} H = w + i_H - c_H \tag{42}
\]

\[w = \sigma \times F \tag{43}\]

\[i_H = \zeta \times H \tag{40} = \tag{44}\]

\[c_H = \gamma_H \times H \tag{45}\]

6. A firm deposit account \((F)\) is where firms receive loans and from which they repay them \((l - r)\). They also use it to receive and pay interest \((i_F - i_L)\), pay wages \((w)\), and receive consumption payments from bankers and households for the goods they produce \((c_B + c_H)\). In this simple model, the amount firms borrow is a product of the vault’s contents \((V)\) and an exogenous borrowing rate \((\beta)\). The next chapter will link this amount to firm investment and remove the vault from the model. The amount firms repay of their loans outstanding \((D)\) is dependent on an exogenous repayment rate \((\rho)\). The other flows are as above. This deposit account has an initial value of \(F_0\) and is an asset for the firm and a liability for the bank. The change in the firm’s account is given by:

\[
\frac{d}{dt} F = (d - r) + (i_F - i_L) - w + (c_B + c_H) \tag{46}
\]

\[d = \beta \times V \tag{47}\]

\[r = \rho \times D \tag{48}\]

\[i_F = \zeta \times F \tag{39} = \tag{49}\]

\[i_L = \iota \times D \tag{38} = \tag{50}\]

\[w = \sigma \times F \tag{43} = \tag{52}\]

\[c_B = \gamma_B \times B \tag{41} = \tag{53}\]

\[c_H = \gamma_H \times H \tag{45} = \tag{54}\]
The equilibrium values \( \frac{dX_i}{dt} = 0 \) of the total stock of loans, vault, as well as the bank, household, and firm deposit accounts can be solved for the exogenous parameters as long as the money stock is constant (fixed initial vault level \( V_0 \)). This equilibrium can be easily found by means of mathematical software; in this case Maple\(^\text{TM} \) was used to combine the equations above and solve. This yields the equilibrium (subscript ‘e’) levels:

\[
D_e = \beta \times \frac{V_0}{(\beta + \rho)}
\]

\[
V_e = \rho \times \frac{V_0}{(\beta + \rho)}
\]

\[
B_e = \beta \times \frac{(\tau - \xi)}{(\gamma_B - \xi)} \times \frac{V_0}{(\beta + \rho)}
\]

\[
H_e = \beta \times \frac{\sigma \times (\gamma_B - \iota)}{(\gamma_B - \xi)(\sigma - \zeta + \gamma_H)} \times \frac{V_0}{(\beta + \rho)}
\]

\[
F_e = \beta \times \frac{(\gamma_B - \iota) \times (\gamma_H - \zeta)}{(\gamma_B - \xi)(\sigma - \zeta + \gamma_H)} \times \frac{V_0}{(\beta + \rho)}
\]

Not surprisingly, the bank, household and firm deposit accounts as well as the total loan stock are proportional to the initial level of the vault \( V_0 \) and positively related to the borrowing rate \( \beta \). These two parameters increase the absolute total money supply, increasing the money in the system to split between the three deposit accounts. As emphasized throughout this thesis, the money is injected as bank debt, and so the increase in the money supply coincides with a higher total stock of loans. In turn, if firms repay their debts at a faster rate, the total amount of money (and debt) in the system is reduced. The deposit accounts are therefore negatively related to the loan repayment rate \( \rho \).

We next consider specifically the bank’s transaction account. It increases with a larger interest spread \( \iota - \xi \): a higher interest rate on the loans \( \iota \) that firms take on increases their account while if they pay a higher interest rate on deposits \( \xi \) it decreases. Furthermore, the bank’s transaction account is negatively related to the bank consumption rate \( \gamma_B \). A higher consumption rate means more flows out of their account per year thereby reducing its equilibrium level. The household transaction account is more complicated given the existence of the wage rate \( \sigma \) and bank consumption \( \gamma_B \) in both the numerator and denominator. This is also the case for firms, where banker \( \gamma_B \) and household \( \gamma_H \) consumption as well as the deposit interest rate appear in both positions blurring the net effect. A number of simulations follow to visualize the dynamics and analytical solutions.

**10.3. Calibration.**

In the simulations that follow, all three agents’ accounts commence with zero money and no existing loan stock. An initial limited amount of money is allocated to the vault of £100 and gradually loaned out into the economy via firms. Note that there are no prices nor exchange rates in this simple model – the value of £100 is irrelevant in terms of its absolute value, what matters is that it is a fixed
amount. In a subsequent simulation the vault is unlimited reflecting the absence of technical limits to money creation by banks.

Given it is my aim to apply the model and less to verify it, all parameter values are based on Keen (2010b). The relationships between incomes and deposit accounts are defined as follows. Bankers turnover their deposit accounts just once per year for consumption purposes yielding a consumption rate of $\gamma_B = 1/\text{year}$. Households are assumed to have a lower income and thus turn over their deposit accounts more frequently than bankers. They are modeled to ‘live from paycheck to paycheck’ and turn over their accounts every two weeks for consumption purposes. This yields a consumption rate ($\gamma_H$) of 26/year for households. Firms repay their loans every 7 years back to the vault by repaying one seventh of the outstanding debt every year ($\rho$). Firms spend their deposit account twice over every year on households in the form of wages ($\sigma = 2$).

To be sure we are illustrating that borrowing the entire money supply from commercial banks is viable, the borrowing rate of firms ($\beta$) is set at 100%/year of what is in the vault. However, this does not empty the vault completely because of repayment. Finally, the (nominal) interest rates in Keen’s model are based on historical data of the UK from 1967 to 2000 (World Bank, 2012a). Banks pay interest at a (nominal) rate ($\zeta$) of 6%/year on the stock of firm and household deposits, and firms pay 8%/year ($\iota$) on the stock of loans. This results in an interest margin for the banks of 2%/year which is in line with these historical statistics. Table 13 gives a summary of the parameter values applied.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0,V_0,B_0,H_0,F_0$</td>
<td>Initial values of the stock of debt, the vault (under a constant money supply) and bank, household and firm deposits (£)</td>
<td>0, 100, 0, 0, 0</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Borrowing rate</td>
<td>$\beta = 100%/\text{year}$</td>
</tr>
<tr>
<td>$\iota$ and $\zeta$</td>
<td>Interest rate on loans and deposits</td>
<td>$\iota = 8%/\text{year}$, $\zeta = 6%/\text{year}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Repayment rate</td>
<td>$\rho = \frac{1}{7} /\text{year}$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Consumption rate</td>
<td>$\gamma_H = 26/\text{year}$, $\gamma_B = 1/\text{year}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Wage rate</td>
<td>$\sigma = 2/\text{year}$</td>
</tr>
</tbody>
</table>

Table 13. ‘Vault’ Model Parameters.

10.4. Simulations.

Four simulations are performed in order to obtain a basic understanding of the workings of the model. First, the initial value of the vault (total loan and money supply potential) is set at a constant level of 100 as given above. This represents the basic situation of no money growth and tests whether the system is viable in such a situation – can all three agents maintain a stock of money in their deposit account? Second, the model is altered so that the vault grows in size thus enabling an ever-increasing loan and money supply. A third model is based on the hypothesis that the system’s viability stems from the difference between the stock of money/loans that exist and the flow of ‘income’ associated with it. It tests whether if banks only spend a very small portion of their deposit
account the system’s viability is maintained. This limits the amount of money that is returned into the system thereby altering the flows. Finally, to consider the critique that the problem stems from the need to pay interest on the entire money supply, a simulation is run in which an exogenous amount of money enters the system that is not associated with a bank loan: ‘bank debt free’ money. Again, the bank, household and firm transaction accounts are considered.

10.4.1. Simulation 1: Money as (bank) debt with a limited money (loan) supply available.

Figure 72 illustrates the simulation results when the model is run over a time period of 20 years. Graphs are presented for the main stock variables. Note that it is not the absolute numbers that matter because these are dependent on the initial parameter values (there are no prices in this model), but rather the money flows and resulting stocks.

The firm or household loan account at the bank increases (the assets side of the bank) and their deposit account increases with the same amount. The creation of money, by means of debt/credit for an investment, is a mere bookkeeping entry but has direct effects on the other parties in the economy. The single £100 of money gradually loaned into the economy from the vault to the firms first results in growth of the accounts as the money supply increases, and then a stabilization of deposits, incomes, and expenditures over time as the bank vault empties. The vault drops to a positive equilibrium value because of loan repayments, it does not empty fully. At this point the rate of repayment equals the rate of loans being taken out. Table 14 gives a summary of the equilibrium values given the parameterization above. The parameter solutions are based on the equilibrium solutions given above, and the general expressions for the agents’ incomes defined in the model.
The difference between the two forms of income is the income of the bank recorded on its deposit account. The bank has a small share of the income (<1%) and equilibrium deposit because it only gets a percentage of the total debt stock in existence, not affected by turnover rates. Firms benefit from the high turnover in consumption of households and banks, and household deposits are positively related to the wage rate and the bank consumption rate. With these parameter values the deposit account of firms is highest and income is split between the firms and the households. The households have a small deposit compared to the firms, but a similar income because wages are a function of the firm’s deposit. Take care differentiating stocks and flows. There is a constant stock of money, which is spent multiple times enabling greater flows per year. The higher the velocity of money, the higher the total income in the economy despite a constant stock of money. The vault stabilizes at £12.50 ($V_e = \frac{v_o}{\beta + \rho} = \frac{1}{7} \times \frac{100}{1+\frac{1}{7}}$), because of the repayments done by firms.

A pure credit economy is viable. The money system as modeled here does not impose a growth imperative, despite interest on the loans taken out by firms; a steady-state economy is possible if the money (loan) stock is fixed. The discrepancy between the principal that is loaned into the economy from the vault and the principal plus interest that is repaid also does not result in an economic breakdown because the interest is a flow that can be financed by a velocity of money greater than one. For the same reason, the interest payment also does not require an ever expanding money supply. A constant stock of money in the form of a loan with interest paid on the entire money supply, can yield sustained economic activity, positive bank accounts, and income for all agents forever.


<table>
<thead>
<tr>
<th>Parameter</th>
<th>Solution</th>
<th>Value (£)</th>
<th>Parameter</th>
<th>Solution</th>
<th>Value (£)</th>
<th>Parameter</th>
<th>Solution</th>
<th>Value (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposit Account Balance</td>
<td>$\frac{\beta \times (\tau - \zeta)}{(\gamma_H - \zeta)} \times \frac{V_0}{(\beta + \rho)}$</td>
<td>1.86</td>
<td>$\frac{\beta \times (\gamma_B - \iota) \times (\tau - \zeta)}{(\gamma_H - \zeta)(\tau - \zeta + \gamma_H)} \times \frac{V_0}{(\beta + \rho)}$</td>
<td>79.51</td>
<td>$\frac{\beta \times \omega \times (\gamma_B - \iota)}{(\gamma_H - \zeta)(\tau - \zeta + \gamma_H)} \times \frac{V_0}{(\beta + \rho)}$</td>
<td>6.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income (£/year)</td>
<td>$\iota \times L_e$</td>
<td>7.00</td>
<td>$\gamma_H \times H_e + \gamma_B \times B_e$</td>
<td>161.24</td>
<td>$\omega \times F_e$</td>
<td>159.02</td>
<td>327.26</td>
<td></td>
</tr>
<tr>
<td>Income after Interest Payments (£/year)</td>
<td>$\iota \times L_e - \zeta (F_e + H_e)$</td>
<td>1.86</td>
<td>$\gamma_H \times H_e + \gamma_B \times B_e + \zeta \times F_e - \iota \times L_e$</td>
<td>159.02</td>
<td>$\omega \times F_e + \zeta \times H_e$</td>
<td>159.38</td>
<td>320.26</td>
<td></td>
</tr>
</tbody>
</table>

³ Equals total loan account in equilibrium $L_e = \lambda \times \frac{V_0}{(\beta + \rho)} = 1 \times \frac{100}{1+\frac{1}{7}}$.
10.4.2. Simulation 2: Money as (bank) debt with a growing money (loan) supply available.

To simulate the technically unlimited potential by banks to expand the money supply as long as there is a demand for loans and credit worthy borrowers, a constant ‘injection’ of new money (n) into the vault is modeled. Merely to be able to simulate different amounts of injected money, it is a product of an exogenous rate (\( \eta \)) and the existing stock of loans (\( D \)):

\[
\frac{d}{dt} V = r - d + n \tag{60}
\]

\[
n = \eta \times D \tag{61}
\]

The rate of new money available to lend into the economy (\( \eta \)) is exogenously set at 10% of the total stock of loans already in existence (changing this rate only alters when and how fast the vault starts to increase after decreasing). By adding new money to the model (Figure 73), there is mechanical growth in all deposit accounts and incomes (rising wages – household income, rising consumption of banks and households – firm income, and rising loan interest payments – bank income). Under a constant price level (prices are not modeled here), this entails economic growth; otherwise, the increased money stock also increase prices of for example particular assets.

![Figure 73. Account Dynamics ‘Vault’ Model with a Growing Money Supply.](image)

The vault decreases at first as more is loaned out of it than is injected, but over time the rate at which new money is injected and repaid overtakes the loan rate yielding an increasing vault. The uptake of loans by firms and high household spending results in an increase in the firms’ deposit accounts. Households receive a part back in wages thereby increasing their own accounts, while bankers’ transaction accounts remain very small relative to the other accounts. Deposits remain in the same proportions as above (split mainly between households and firms with banks obtaining just a small part), but all grow at a rate that converges to 0.1276%/year.

This simulation reflects the findings of the ‘new’ view on money that firm investments and household loans are funded by new money (added to the vault). At first the rate of credit creation slows down as there is not yet a lot of new money injected, which results in a low total number of loans outstanding and total money stock in circulation. Over time however, the new money added to the system (which is exogenously taken up by firms), increases the number of loans made as well as the total money supply in circulation since these are equal. Investments are funded yielding growing account balances, consumption, and rising incomes (economic growth). As the money supply
increases, the system does not converge to an equilibrium. The money system enables economic growth by extending loans to parties in the economy.

The first simulation showed that it is not so that our money system is by definition itself unsustainable. Ceteris paribus (prices in particular), it enables a constant amount of economic activity with a constant stock of money but also growth if the money stock increases, all despite interest payments. Without increasing loans (debt, money) an equilibrium is reached and there is by no means a growth imperative induced by money as debt with interest. However, banks expand the money supply by creating more loans because it increases their income and profits from the interest spread (as seen in the increasing transaction accounts in Figure 73). This, ceteris paribus (i.e. prices and velocity of money), require economic growth. In the same way it is in the interest of firms to take on loans, as it also increases their income and deposit accounts (wealth).

In terms of inequality, there is not a systematic concentration of wealth with the banks, and bank income is not extremely high relative to firm and household income because of the low interest payments per year. This is because bank income from the loan is a mere annual percentage over the original loan made, while firms and households utilize this original stock many times over to produce their income. Again the importance of the difference between a stock and a flow is stressed. An extension of the model is required to consider the investments that banks can make with their retained earnings to, in the same way as households and firms, spend and receive their income many times over per year. In addition, an extension is needed to model the investment demand of firms endogenously.

10.4.3. Simulation 3: Money as (bank) debt with a limited money (loan) supply available and low bank spending.

The mechanism that drives these conclusions is the fact that banks spend a part of their income on wages, dividends, and buildings for example while only keeping a part as net worth. It is only if banks do not consume and re-circulate their interest income that the system collapses (deposits of households and firms go to zero). In the example below, the no money growth scenario is used but with a consumption rate of bankers ($c_\text{b}$) of 0.1/year instead of 1/year.

![Figure 74. Dynamics 'Vault' Model with a Constant Money Stock but Low Banker Spending.](image)

The bank’s transaction account increases due to the interest it receives from firms while the deposit accounts of households and firms empty over time as they have to continuously pay interest to the
bank without receiving enough money in return via bank spending. The money supply concentrates itself with the bank in its transaction account (bank asset, not a deposit/liability). The ultimate result is a collapse of the system as household and firm accounts can no longer finance their debts (firm and household deposits go below zero, which is beyond the viable range set in the model). The minimum consumption rate can be solved given the other parameters and a zero long-run equilibrium deposit account for both banks and firm. This is a consumption rate equal to the interest rate on loans (\(i\)), here 0.08/year: at and below this banks consume too little to sustain a viable economy because they spend into the economy less than they extract. Note that the necessary consumption rate is not the interest rate spread, but the interest rate on loans, which is higher.

Of course the banks have no benefit of their income if they do not spend it, and therefore the system will not necessitate instability or collapse. On the other hand, one could imagine that some sort of sink exists outside of the general system to which banks channel their income and out of which they spend. One could consider a sink of unproductive assets such as real estate, art, or increased investments within the financial sector such as what has been seen in recent years (see Chapter 5) as these reduce spending by the banks in the real economy – to firms and households. Increased capital requirements for banks also result in earnings being retained and not reintroduced back into the economy. Bezemer (2012) for example analyses the extent to which these trends occur and how this has impacted the economy. Further research could undertake an extension of this simple model to help illuminate the mechanisms at work in such a situation.

10.4.4. Simulation 4: A fixed loan supply and part ‘bank debt free’ money.

Finally, given the criticism on the necessity to pay interest over the entire money supply because all money is (bank) debt, we here consider a situation in which there is an exogenous amount of money (\(e\)) spent into the economy that is not complemented by an increase in the debt stock towards the banks. The money is injected directly into the deposit accounts of households, paying civil servant wages for example. The vault is again fixed at a constant amount that gradually is loaned into the economy through firms. First, the results are given for a situation in which the available initial ‘bank debt free’ money is one quarter of the total available loan stock: \(V_0 = £100\) and a total of £25 is spent into the system without increasing the total stock of loans. This is done at an exogenous spending rate (\(\varepsilon\)) of 0.20/year so that all the available exogenous money (\(E\)) is spent before year 20. The change in the household deposit account is now given as follows:

\[
\frac{d}{dt} H = w + i_H - c_H + e
\]

(62)

\[
e = \varepsilon \times E
\]

(63)

The resulting equilibrium depends on the size of the exogenous expenditure (i.e. fraction of ‘debt free’ money in the total money supply which includes also the loans from the vault) and not on the rate of injection. Only the dynamics with which this equilibrium is reached depends on the speed at which the money is spent into the household’s deposit. The general outcome in all situations is a (to varying degrees) reduction in the equilibrium bank transaction account.
Figure 75. Dynamics ‘Vault’ Model with a Fixed Loan Supply and Part ‘Bank Debt Free’ Money.

The bank suffers from this expenditure because it has to pay deposit interest over it, but does not receive loan interest in return. Its interest margin on this part of the money supply is the negative deposit rate. Over time, the banks’ transaction account converges towards zero. Given these parameter values, it is found that if an amount is injected that is greater than about 29% of the initial vault level the transaction account of the bank tends to zero. Otherwise, it remains positive. A higher borrowing rate or interest rate on loans increases this percentage because this increases the income banks receive from loans while a higher repayment rate or interest rate on deposits decreases the amount of exogenous money that causes the bank’s deposit to fall to zero. In sum, the simulation reveals that the system dynamics change if not the entire money supply comes into existence through a bank loan, in favor of households and firms and to the detriment of banks.

10.5. Conclusion.

The vault model is a useful tool to distinguish the stocks from the flows in the credit economy. It enables one to consider the critique that the system is fallible because money is created as interest-bearing bank debt, and more is requested in return (principal plus interest) than is loaned out (principal). This dynamic analysis reveals that this does not imply an unviable system. It dispenses with the popular beliefs that a growing money stock is required to sustain incomes and that the system necessarily tends towards instability or collapse. A simple credit-economy can converge to a steady-state if there is a fixed money supply. Loans from the vault function as a means of enabling firm production, but as the net growth rate of loans decreases to zero, ceteris paribus (prices and circulation velocity), the economy converges to the steady-state and the deposit accounts and incomes are in an equilibrium. However, the system is only viable if the bank consumption rate is greater than the interest rate that they earn on loans. Furthermore, a positive money creation rate, ceteris paribus, enables (does not drive) growth in incomes and deposits accounts. Finally, being able to create money yields indirect advantages for the banks as compared to the situation in which the total money supply is a result of a bank loan. Basic differences in income between the classes in the model however indicate that banks will not capture an excessive share of total income. While this model can test for inherent mechanisms or biases in the system, it remains a very basic model. In terms of absolute values and behavior it is fully dependent on exogenous initial parameter values. Chapter 10 will therefore expand it to more explicitly include inequality and growth effects as well as other economic indicators such as employment and inflation.
11.1. Introduction.

The vault model illustrated the theoretical viability of a pure credit economy in which firms and households utilize money that is interest-bearing bank debt. However, to be able to consider the indicators of interest such as employment, investment, class income shares, and profits more closely, a more elaborate model is required. This chapter adds three main parts to the financial model of Chapter 9:

1. Capital stock and economic output;
2. Employment;
3. Price formation and inflation.

Again, it is a three agent model with firms, households and banks. This replicates Keen’s (2010b, 2011a,b) cyclical model of the macro-economy, which was able to reproduce the real macroeconomic trends and income distributional effects that occurred between 1970 and 2010. The figures below illustrate these amongst others for the UK. There has been cyclical but stabilizing growth (‘the Great Moderation’) and a similar trend in the employment rate and inflation. In addition, there has been an increased debt to output ratio and a rising share of bank income in total GDP. Finally, one sees a collapse in real output as well as employment and inflation.

Figure 76. Trends in the Growth Rate of GDP/capita, the Employment and Inflation Rate, and Debt, in the UK (ONS, 2012).
In the model, this collapse is caused by a cyclical but growing debt level which at a certain point is no longer financeable for firms. This results in deleveraging since bankruptcy is not modeled, and economic breakdown.

As introduced, Keen’s efforts are based on Goodwin’s (1967) growth cycle model rather than the traditional equilibrium models of the economy. Goodwin developed a model based on the employment rate and the share of wages in total output (Phillips curve). The oscillations are a result of the multiplication of the wage rate and the level of employment. A high investment level causes growth resulting in a decrease in unemployment, higher wages and a lower profit share, which subsequently causes investment to decrease, followed by lower growth and a rise in unemployment which lowers wages ultimately increasing the profit share again to repeat the cycle.

Keen alters this model slightly however, by “replacing the unrealistic assumption that capitalist invest all their profits with the realistic nonlinear proposition that they invest more during booms and less during slumps—with the variation accommodated by a financial sector that lends money at interest” (Keen, 2010b). This is based on the observations of Keynes (1936) that under uncertainty, “the present is a much more serviceable guide to the future than a candid examination of past experience would show it to have been”. High current profit rates will thus be associated with higher rates of investment compared to low profit rates. For the same reason Keen imposes a non-linear Phillips curve that enables wages to increase faster at low unemployment rates and decrease slower at higher levels of unemployment. The general exponential function that is utilized to do so is given below. So while the psychology underlying the “euphoric” behavior described in Minsky’s Financial Instability Hypothesis (1982) is not endogenously modeled, it is mimicked in the model through nonlinear investment, wage and repayment functions that make the investment rate, growth rate of the money (loan stock), rate of loan repayment, and the rate at which money circulates becomes (nonlinearly) dependent on the profit rate.

The combination with the vault model makes this an explicitly monetary model. However, the ‘vault’ itself is removed, modeling money creation as the endogenous result of an increase in bank debt held by firms for investment purposes. Money is recorded as a loan on the one hand, and an increase in the firm’s deposits on the other as in the vault model, but now the change in debt is related to investment behavior. Including prices together with the basic structure of the vault model allows for a monetary system with a financial sector that is coupled with physical production.

The goal of this chapter is to apply Keen’s (2009, 2010a) model to consider potential effects that the money system has on sustainable development. The model was chosen as an alternative model of the economy to traditional models, which do not as explicitly consider the role of money, debt and banks in the economy. To be able to apply it, Keen’s model is first extensively presented in the hope of providing the reader with a general understanding of its structure. Note the model I have utilized does not include speculation and ponzi-financing as Keen does in some of his extensions. The first simulation that is presented is with Keen’s basic model (2009, 2010a). This is a base run, which I have altered four times in additional simulations to explore the relationship with sustainable development, given the role of the money system in the model. These four simulations no longer follow Keen; they are my extensions. As stated, the model remains in its infant stages and requires an elaborate sensitivity analysis, further research, and improvement. Nevertheless, it enables a first attempt at understanding the relationship between sustainable development and the money system.
11.2. Model structure.

Figure 77 provides a simplified visual representation of the model. The colored area highlights the link to the ‘vault’ model in the previous chapter. This stylized figure is followed by a more detailed description of its various components. Please note that the letters that define each concept have been chosen to best illustrate it and upper/lowercase letters are not necessarily related to stocks or flows. The arrows are thus also not representations of flows but merely depict the main general relationships in the model so to visualize its structure without presenting the full Vensim™ model. The exact relations follow.

![Diagram of the model structure](image)

**Figure 77. Stylized Representation of the Cyclical Model.**
1. The basis of the model is a production system where output flow per year \( (Y) \) is related to the capital stock \((K)\) through the capital-output ratio \((v)\) and to the stock of labor \((L)\) through a labor productivity parameter \((a)\). There is technical change which results in an increase in the productivity of labor at the exogenous rate \((\alpha)\). Capital productivity \((v)\) is a constant exogenous variable (calibrated below), equal to the amount of capital required for a unit of output.

\[
Y = \frac{K}{v} \tag{64}
\]

\[
L = \frac{Y}{a} \tag{65}
\]

\[
\frac{d}{dt}a = \alpha \times L \tag{66}
\]

2. Dividing this stock of labor \((L)\) by the total population \((N)\), yields the employment rate \((\lambda)\). In addition, the total population grows at an exogenous rate \((\psi)\).

\[
\lambda = \frac{L}{N} \tag{67}
\]

\[
\frac{d}{dt}N = \psi \times N \tag{68}
\]

3. The employment rate \((\lambda)\), together with a number of other factors explained below determines the rate of change in money wages per laborer \(\left(\frac{d}{dt}W\right)\). The equation given below is in line with Phillips (1958) who, as stated next, identified three factors that affect the rate at which money wages change: the “highly non-linear” relation between the rate of change of unemployment and money wages given by the Phillips curve \(Ph(\lambda)\), “the rate of change of the demand for labor, and so of unemployment” given by \(f \times \left(\frac{1}{\lambda}\right) \times \frac{d}{dt}\lambda\), and “the rate of change of retail prices, operating through cost of living adjustments in wage rates” given by \(\frac{d}{dt}P\).

\[
\frac{d}{dt}W = W \times [Ph(\lambda) + f \times \left(\frac{1}{\lambda}\right) \times \frac{d}{dt}\lambda + \left(\frac{1}{\psi}\right) \times \frac{d}{dt}P] \tag{69}
\]

These components are:

a. A generalized exponential Phillips curve \(Ph(\lambda)\) where \(\lambda\) is the argument. The function models a nonlinear relationship between the employment rate \((\lambda)\) and annual rate of change in money wages per laborer \(\left(\frac{d}{dt}W\right)\). This equation is based on the equilibrium employment rate \((\lambda_e)\) and the associated equilibrium annual rate of change in money wages per laborer \((w_e)\), together with the slope of the function at this point, and the minimum \((min)\) value of the function. The parameterization in the following section provides more insight into this function.

\[
Ph(\lambda, \lambda_e, w_e, slope, min) = (w_e - min) \times e^{\frac{\text{slope}(\lambda-\lambda_e)}{w_e-min}} + min \tag{70}
\]

b. A weighting factor \((0 < f < 1)\) that indicates the effect of changing the employment rate on the wage rate.

c. The rate of change of the employment rate:
\[ \frac{d}{dt} \lambda = \lambda \ast (g - (\alpha + \psi)) \] (71)

is a function of the real growth rate of the economy \((g, \text{defined below})\), the exogenous change in labor productivity \((\alpha)\), and the population growth rate \((\psi)\).

d. The price level \((P)\) depends on price level equilibration, which is based on actual price setting behavior (see Blinder, 1998) that the majority of firms apply cost-plus price setting behavior. Therefore, they are modeled as a “markup over the monetary cost of production [here only monetary wages], where the markup factor \((1 - m)\) is equivalent to the equilibrium workers’ share of real output” (Keen, 2010b) given by \(\frac{W}{a}\). Note that \(\frac{1}{1-m}\) is used in the equation below. Prices are set such that in equilibrium, the physical output equals monetary demand divided by the price level (see Keen, 2010b for a derivation). The rate of change of the price level is subsequently modeled assuming that prices converge over time to their equilibrium at a rate \(\tau_P\). This price setting parameter, \(\tau_P\), represents the rate at which firms alter their prices. If it equals one for example, firms immediately alter their prices while if it is less than one, firms take more than one time step to do so and therefore the rate of change in the general price level is slower.

\[ \frac{d}{dt} P = -\tau_P (P - \left(\frac{1}{1-m}\right) \ast \frac{W}{a}) \] (72)

5. The total money wage bill \((M)\) equals the total labor force \((L)\) employed times the money wage rate per laborer \((W')\).

\[ M = W \times L \] (73)

6. The economy’s total nominal output \((P \times Y)\) per unit of nominal capital \((K \times P)\) minus the income of households and banks yields the profit rate \((\pi)\) in the economy. The income of households is the total money wage bill \((M)\) and bank income equals \((i_F - i_L)\). Net interest is thus interest received on firm deposits minus interest to be paid on loans.

\[ \pi = \frac{P \times Y - M + i_F - i_L}{K \times P} = \frac{Y - \frac{M}{P} + i_F - i_L}{P} \] (74)

7. The annual flow of firm investment \((l)\) depends on the profit rate through a general exponential investment function \(l(\pi)\) that gives the investment rate as a function of the profit rate \((\pi)\) of firms. Here again the functional form is such that the slope at the given equilibrium profit \((\pi_e)\) and investment rates \((l_e)\) is exogenous, as is the minimum of the function \((\text{min})\).

\[ l = l(\pi) \times Y \] (75)

\[ l(\pi) = (\pi, \pi_e, l_e, \text{slope, min}) = (l_e - \text{min}) \times e^{\frac{\text{slope} \times (\pi - \pi_e)}{l_e - \text{min}}} + \text{min} \]

8. With firm investment we are back at the capital stock \((K)\) of the economy. It increases the stock, while depreciation decreases it by an exogenous rate \((\delta)\).

\[ \frac{d}{dt} K = l - \delta \times K \] (76)

9. The growth rate of the economy \((g)\) is a function of the investment rate \((l(\pi))\), the capital-output ratio \((v)\) and the depreciation rate \((\delta)\).


\[ g = \frac{d}{dY} Y = \frac{d}{dK} K = \frac{i(\pi)}{\nu} - \delta \]  

(77)

10. In (7) the firms invest (a part of) output via its profits. The full money supply is bank debt. Investment beyond a firm’s retained earnings results in the accumulation of long-term debt. This is where the model links back to the basic vault model. Firm investment \((I)\) determines the total value of loans or debt \((D)\) in the economy given the profit rate following Fama and French (1999): “debt plays a key role in accommodating year-by-year variation in investment” and “more investment tends to generate more debt, while higher earnings are used to reduce debt”. Note that this does not even consider the psychological mechanisms of Minsky that are based on speculative expectation-induced booms and busts.

In the model, any repayment of loans by firms reduces the stock of debt. Repayment is done as a fraction of the firms’ deposit accounts \((F_D)\), which is also dependent on the profit rate through a non-linear function \(r(\pi)\). Again, the minimum of the function is given by \(\min\), \(\tau_r\) is the natural repayment rate (in equilibrium) that corresponds with the equilibrium profit rate, and the \(\text{slope} \) at this point is also exogenous.

\[
\frac{d}{dt} D = P \times I - \frac{F}{r(\pi)} 
\]

(78)

\[
r(\pi) = (\pi, \pi_{\phi}, \tau_r, \text{slope}, \min) = (\tau_r - \min) \times e^{\frac{\text{slope} \times (\pi - \pi_{\phi})}{\tau_r - \min}} + \min
\]

11. The debt in the economy \((D)\) needs to be serviced by the firms at a certain interest rate \((i)\) providing bank income to its transaction account \((B)\). Like in the vault model firm deposits \((F)\) as well as household deposits \((H)\) receive interest at an interest rate \(\zeta\) from the bank.

\[
i_F = i \times F
\]

(79)

\[
i_H = \zeta \times F
\]

(80)

\[
i_H = \zeta \times H
\]

(81)

12. The wages in the vault model are here equal to the wage bill \((M)\), while household \((c_H)\) and banker \((c_B)\) consumption remains as it was in the vault model: dependent on the respective deposit accounts \((H \text{ and } B)\) by an exogenous consumption rate \((\gamma_H \text{ and } \gamma_B)\).

\[
c_H = \gamma_H \times H
\]

(82)

\[
c_B = \gamma_B \times H
\]

(83)
11.3. Calibration.

The model is simulated using the following initial and parameter values. Again, this is based on Keen (2010b, 2011a).

The Phillips curve \((Ph(\lambda))\) in equation 70 above is based on the average long-run UK NAIRU\(^4\) of 4% (Turner et al., 2001; Stock and Vogler-Ludwig, 2010) so at an equilibrium employment rate of 96% wages do not change \((w_e = 0)\). Furthermore, at this point the slope of the curve equal two, and wages do not fall at a rate beyond a minimum rate of 4% when unemployment is high. This yields:

\[
Ph(\lambda, \lambda_e, w_e, slope, min) = (w_e - \text{min}) \times e^{\frac{slopex(\lambda - \lambda_e)}{w_e - \text{min}}} + \text{min}
\]

\[= \text{Ph}(\lambda, 94\%, 0,2, -4\%)
\]

The figure below gives the resulting equation for the given parameter values.

\[
\text{Figure 78. Phillips Curve Factor as a Function of the Employment Rate.}
\]

The investment rate that results from the function \(I(\pi)\) is multiplied with real output to determine the flow of investment (equation 75). It is simulated following Keen (2010b, 2011a) such that at an equilibrium/natural profit rate of 4%, also 4% of economic output \((Y)\) is invested. At a lower profit rate less is invested, and at a higher profit rate more. The slope of the exponential at this point is 2, and the fraction of output invested cannot be less than 0.

\[
I(\pi) = (\pi, \pi_e, l_e, slope, min) = (l_e - \text{min}) \times e^{\frac{slopx(\pi - \pi_e)}{l_e - \text{min}}} + \text{min} = I(\pi, 4\%, 4\%, 2,0)
\]

The figure below provides the resulting function based on these parameter values.

\(^4\) Non-Accelerating Inflation Rate of Unemployment, a concept similar to the natural rate of unemployment because at this point inflation does not increase.
The repayment rate presented in equation 78 that results of the repayment function \( R(\pi_p) \) is parameterized in the same way that Keen (2010b, 2011a) does:

\[
R(\pi) = (\pi, \pi_e, \tau_r, \text{slope}, \text{min}) = (\tau_r - \text{min}) \times e^{\text{slope}(\pi-\pi_e)} + \text{min} = R(\pi, 4\%, 10, 100, 3)
\]

This entails that at an equilibrium profit rate of 4% firms allocate one tenth \((\tau_r/100)\) of their deposit accounts to repay their loans. At this point the slope of the function is one \((\text{slope}/100)\). Furthermore, the function has a minimum repayment rate of 3\% \((\text{min}/100)\). The division by 100 is to convert between the values utilized in the model and the more understandable ‘rate’ representation. The figure below provides the resulting function. When firms make more profits they use more of their retained earnings that are in their deposit accounts to repay their loans, and when their profit rate is lower they utilize a lower fraction of their deposit account to repay their debt. The figure gives the actual repayment rate in percentage form (fraction of firm deposit), not the values used in the model (multiply by 100).
The following table provides a summary of the other parameters applied in the simulation as in Keen (2011a). Given it is not the goal of this thesis to defend the model but rather to apply it, these values are utilized in the following simulations. A brief discussion below does consider the main values. However, it must be emphasized that an extensive sensitivity analysis is required for any further extension of this work as the results are highly dependent on the model’s calibration.

<table>
<thead>
<tr>
<th>Variable / parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu )</td>
<td>Capital/output ratio</td>
<td>3</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Labor productivity growth rate</td>
<td>2%/year</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Population growth rate</td>
<td>1%/year</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Depreciation rate</td>
<td>1%/year</td>
</tr>
<tr>
<td>( f )</td>
<td>Weighting factor that indicates the effect of a change in the employment rate on wage setting</td>
<td>0.1</td>
</tr>
<tr>
<td>( \tau_p )</td>
<td>Time constant for price setting</td>
<td>1</td>
</tr>
<tr>
<td>( m )</td>
<td>Markup coefficient</td>
<td>0.2 \text{s.t.} \frac{1}{1-m} = 1.25</td>
</tr>
<tr>
<td>( \gamma_H ) and ( \gamma_B )</td>
<td>Consumption rate households and bankers</td>
<td>( \gamma_H = 26/\text{year} ) \text{and} ( \gamma_B = 1/\text{year} )</td>
</tr>
<tr>
<td>( W_0, a_0, N_0, K_0, Y_0, P_0 )</td>
<td>Initial values of the money wage level, labor productivity, total population, capital stock, economic output and price level.</td>
<td>1, 1, 300, 900, 300, 1</td>
</tr>
<tr>
<td>( \iota ) and ( \zeta )</td>
<td>Loan and deposit interest rates.</td>
<td>6%/year, 2%/year</td>
</tr>
<tr>
<td>( D_0, F_{D0}, H_{D0}, B_{D0} )</td>
<td>Initial values of the stock of loans or debt in the economy, firm and household deposit accounts, and bank transaction account.</td>
<td>0, 0, 0, 0</td>
</tr>
</tbody>
</table>

Table 15. Simulation Values Cyclical Model of the Economy.

The capital/output ratio across countries in 2007 was generally between two and three (Dobbs et al., 2010). The value of three applied here is thus slightly high, in other words: true productivity of capital is slightly better at an average 2.53. The UK even lies below this average at about 2.2. indicating further that the value could have been altered downwards for application purely to the UK. Growth rates of labor productivity vary quite significantly between countries but for the UK have indeed been on average 2% since 1990 (OECD, 2012). The population growth rates of most Western countries are between 0 and 1%, where in the UK it has been rising to about 0.7% in 2011 (World Bank, 2012b). The depreciation rate of 1% utilized here is far below the average rate generally utilized for developed countries between 5 and 6% (Dobbs et al., 2010; Schündeln, 2012). Since this is such a large discrepancy, an increase in this rate is considered. It is found that this mainly speeds up processes and does not alter the general outcome. Again, to stay in line with Keen’s original model his parameterizations are maintained.

In sum, the parameter values applied in the model generally match those that have been empirically established; however, there are clear differences over time and across countries which are beyond the scope of this analysis. In the same way an extensive sensitivity analysis is not undertaken, as the main goal of this chapter is to apply the model built by Keen to evaluate the effects it reveals on sustainable development. The simulations that follow will reveal these basic tendencies that exist in
the system. In general, one sees that real economic output increases in a weakly cyclical manner caused by debt-funded firm investments.

11.4. Simulations.

This section provides the results of five separate simulations. First, the basic model’s results are presented. The deposit accounts of the three agents are no longer the most interesting variables to consider. In all simulations trends in at least the following variables are rather provided: the economy’s output and its growth rate, the employment and inflation rate, the debt to output ratio, (firm) profit rates, and the income/output shares of the three agents. The latter is considered to determine the income dynamics in the model to diagnose any systematic trends in inequality. While sixty years are generally presented, a longer period of time has always been checked. In the first basic model there is cyclical but stabilizing economic output, associated with a rising debt burden, which eventually results in a collapse in the growth rate of the economy. To delve further into the dynamics of the system and find ways to stabilize it and avoid the point of collapse, four alternative simulations are provided that each hypothesize a ‘solution’.

The second simulation again considers the injection of money into the system without there being a complementary increase in the total debt stock (e.g. government spending / ‘bank debt free’ money). In the previous chapter this stock of money that was not associated with an interest-bearing loan had a detrimental effect for the banking sector. Here we also consider whether such exogenous spending can prevent an economic collapse. Third, the impact of a more competitive banking sector is simulated by reducing the interest spread that the banks earn. Fourth, we investigate whether a lower propensity to invest may stabilize the system, based on the observation that it is investment spending that results in lending and a rising debt burden. Finally, a situation of zero growth is considered by reducing the labor and capital productivity growth rates to zero based on Daly’s (2010) claim that a steady-state economy (recall this form of a steady-state entails zero not constant growth) is needed.

11.4.1. Simulation 1 (Base Run): Cyclical model of the economy with money as (bank) debt.

This section presents the results of the model as it is outlined and calibrated above. UK actual values of the Great Moderation and the period just before are presented also as these reflect the time period of interest that led up to the recent crisis. The result is cyclical and stabilizing economic growth followed by a collapse. The figure below presents both the yearly level of economic output and the annual growth rate. As stated, for comparison, the trends in economic growth in the UK from 1970 to 2007 are given also.
This simulation results initially in volatile economic output and growth. However, the cycle in the level of economic output decreases in amplitude quickly (hardly noticeable in the figure) and tends towards a positive linear trend. The changes in the growth rate also dampen and the economy seems to converge to a growth rate of about 3%/year. The empirical UK trends reveal a similar high volatility in the early 1970s, which stabilize from 1994 onwards also around 3% growth per year. Indicators of economic prosperity such as employment and inflation rates replicate these initially positive trends.

Initially, the employment rate drops but again the cycles diminish over time. The same trend is seen in the inflation rate. There is a trend towards the exogenous equilibrium natural employment rate of 96% at which there is no change in wages. The inflation rate tends to zero and the price level (not shown here) to just over three times its original level. Again the empirical rates in the UK are provided also for comparison. These reveal similarly volatile employment and inflation rates in the early 1970s followed by gradual stabilizing – upwards for the employment rate and downwards to zero for the inflation rate. Between 2001 and 2006 the employment rate seems to have stabilized at about 95% and the inflation rate around 2.5% for an ever longer period since 1994 already. The main
difference is that in the model there are significant periods of deflation, while in the UK until the crisis there has been mainly inflation. We also see a significant difference in the absolute values of the inflation rate, where the model predicts unrealistically high inflation rates. This is one indication that further research would require an improved calibration and examination of price formation in the model. However, we are here mainly interested in the general trends than the absolute figures which are purely dependent on initial parameter settings.

The cyclical nature of the economy in the model is a result of the investment function and the Phillips curve due: the multiplication of the wage rate and the level of employment and the desire of firms to lend and invest in relation to the profit rate respectively. The amplitude of the cycles decrease over time and there is an indication of a Great Moderation. One is led to believe that the business cycle is under control and the economy is prospering. However, in all these figures there is a collapse. Both the collapse and the cyclical behavior are consequences of the fact that firms invest more when profit rates are high, and less when these are low and that a similar trend occurs in employment: wages increase faster at high rates of employment than that they fall at low rates of employment. Close to collapse, first, inflation turns into persistent deflation and the price level falls, followed later by increased unemployment and a drop in real economic output after about year 50. This is a result of the combination of a growing stock of debt and deflationary pressures. The real interest requirements hereby remain low at first, but as the debt stock rises these increase over time creating a burden on the economy. The figure below shows the sudden rapid increase in debt in the model.

![Figure 83. Debt to Output Ratio – Simulation 1.](image)

![Figure 84. Total Interest Paid on Loans by Firms and Firm Profit Rates – Simulation 1.](image)

Compared to the growth rates in output, we see the debt level in the economy first increases over time in a step-wise fashion where the level increases during a boom (growth in output) and falls during a slump (with some lag time).
However, instead of the debt level returning to its original level in this period, the next boom starts earlier and the debt level rises again. This results in an upwards cycle of nominal debt. In real terms the level of debt continues to increase (not shown here), which together with a collapsing economy results in the increased debt-to-output ratio seen above.

The economy collapses when real interest payments increase such to dominate the profit rate of firms bringing it down. The lower profit level decreases firms’ willingness to take on new loans resulting in a net deleveraging of firms (repayment exceeds new loans), given bankruptcies are not modeled. This deleveraging was also seen in the most recent crisis. However, in the model, the fall in economic output is much faster than the debt level which keeps the debt-to-GDP level high. This warns against any attempts to overcome the effects of a debt overhang that also reduce annual economic output, as this can actually worsen the felt levels of debt in the economy. In the model, the economy indeed collapses under the weight of the debt. There is economic stagnation, high unemployment, and strong deflation. In particular the latter, is not observed (yet?) today; this model would warn also for such a trend.

In terms of the distribution of income, the dynamics reveal that the increase in debt results in higher interest payments to the banking sector, increasing the share of economic output to bankers while that of households in the form of wages and firm profits decrease after having cycled around their equilibrium value as the economy collapses.

A natural tendency of the system towards increasing inequality is apparent. However, while firms take on the debt, it is the households that bear the burden earliest as their share of income starts to fall much earlier than that of the firms who still cycle around their equilibrium in year 45. The wage
share of income falls as the debt level increases, while the share of firm profits in total income fluctuates at a steady level for much longer. It falls when banks’ share of income significantly rises. This is made clearer by the wage and profit rates given below (household and firm income).

The wage rate already starts to decrease quite significantly after year 25 while the profit rate remains high for much longer. Nevertheless, both rates collapse because of the build-up of debt that is associated with the role that the banks play in financing investment. The increase in the debt-GDP ratio first results in a receding worker share in GDP, and firms follow, yielding to the debt servicing requirements of banks. Keen (2010b) labels this ‘class conflict not between workers and capitalists but between financial and industrial capital’. The debt-induced breakdown causes income inequality.

11.4.2. Simulation 2: Cyclical model of the economy with money as (bank) debt plus (bank debt-free) spending.

The basic simulation revealed that there was a tendency, given the initial parameter values, towards stabilization but followed by economic collapse. In an attempt to understand what causes this collapse, and search for manners to avoid this, a number of simulations are undertaken based on the analysis of Parts I and II. The previous chapter already considered the argument that the current money system is unviable because the entire money supply is associated with interest-bearing (bank) debt. Therefore, one may hypothesize that the process of debt-deflation in the previous simulation can be avoided through the injection of money that is not associated with a bank loan. For example, a certain amount can be created and spent by the government yearly into the households’ deposit account (e.g. civil servant wages or health and education benefits), but without the equal increase in firm loans that is associated with the usual increase in the money supply. This may act as a stabilizing force. Since government debt is not modeled here, it is assumed the government can as it were, ‘print’ money and spend it, or that it can build up a debt with no effect. In this simulation £500 is added to the deposit account of households at a rate of 10%/year without a simultaneous increase in the debt stock. As in the previous chapter, the equilibrium is not sensitive to the rate, this merely alters the speed with which it is reached. Households now consume from firms and receive not only wages and interest on their deposits, but also this extra amount per year. By modeling ‘bank debt free spending’ in this manner the government/central bank can be abstracted from without altering the result. The term ‘government’ is used here merely as an indication of a public institution that is theoretically representative of the entire society. One can imagine this task to be allotted to the central bank or another independent institution – important is that it is not influenced by politics. An
in depth exploration of such solutions go beyond the scope of this thesis but it is important to note given the use of the term ‘government’.

The simulation reveals indeed that such spending avoids the collapse of the system. There is a steady increase in economic output just under 3% per year, a stabilized employment rate slightly above the natural rate of 96%, and a constant inflation rate. While sixty years are presented below, a longer period of time was also checked to see whether the collapse was not simply delayed. This was not the case, the equilibrium rates given below continue infinitely due to this exogenous ‘bank debt free’ injection of £500. Altering this value reveals that stability is reached if a minimum total of £220 is spent.
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**Figure 88.** Annual Real Economic Output and Growth – Simulation 2.
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**Figure 89.** Employment and Inflation Rate – Simulation 2.

In the previous chapter such an injection had very negative effects for the banking sector because it had to pay deposit interest over a stock of money that it did not receive loan interest over. To consider whether this is again the case, the income shares of the three classes are given below.
Unlike before, the income shares (percent of GDP) remain stable in this situation. Households obtain the largest share of economic output (tends to 76%), followed by the firms (tends to 18%), and then banks (tends to 6%). The latter obtain only a very small share of income for the same reason as outlined above: the interest they receive is a mere annual percentage over a total amount while households and firms receive an income many times over per year. The mechanism towards economic collapse is removed, as is the complementary increase in the income share of output of banks.

The injection of money by the government in worker deposit accounts is able to stabilize the system by adding money without interest associated with it. In this manner economic growth is funded with new money that does not enter the economy as bank debt but through GDP enhancing government spending. In terms of the economy’s debt burden, there remains a cyclical buildup of debt in the first decades. However, now the firms are able increase or decrease their leverage without an economic collapse and the debt-to-output ratio does not surpass 170%. Profit rates are able to stabilize around 6% since there remains an amount of money in the economy that was not associated with firm loans and thus they are not overwhelmed by interest payments.

Note that government debt is not modeled, which this exogenous spending also is, given all money is essentially debt. However, this is debt that society ‘owes’ to itself and thus does not have the concentrating effects of debt owed to a private sector in the economy. Theoretically (not modeled), the two methods of money creation are different. While in the standard case money is allocated in the first instance to firm investments, this second option spends money into the economy through
government (chosen) spending. This does not have to be additional spending, but a part of government expenditure is not money in the form of bank debt. The potential implications of this are discussed in a later section.

11.4.3. Simulation 3: Cyclic model of the economy with money as (bank) debt and increased competition in the banking sector.

Chapter 5 revealed that the financial sector is becoming increasingly concentrated, as the top 3 banks in the UK own more than half the entire banking sector’s total assets. This entails more market power over the interest rate spread (here $6\% - 2\% = 4\%$). In a perfectly competitive market this spread would converge to a minimal amount equal to the marginal costs of the banks. However, in a concentrated market, the monopolistic competitors are able to keep the interest spread high. By exogenously altering the difference between the rate charged on loans and the rate paid on deposits in the model the effects of such a change in market competition can be simulated. In the following simulation, the model is reset to its original parameter settings, but with an interest rate on loans of 3%, yielding an interest rate spread of just 1% for the banks. The results are given in the figures below. For a better illustration a longer time period is provided (100 years). Altering this value to test the model’s sensitivity yielded that this stability resulted only for any spread between 0 and 2.8%.

![Figure 92. Annual Real Economic Output and Growth – Simulation 3.](image)

The cyclical behavior is clearly enhanced in this simulation. Economic output ratchets upwards though the growth rate with which it does so diminishes over time. A longer time period reveals it converges in the long-run to a growth rate of 3% and the volatility of the level of economic output is reduced. Again, the main difference with the first simulation is that there is no crash in economic output (also not in later years beyond this graph). The system rather converges to a stable equilibrium. The employment rate and price level reveal a similar trend as seen in the following figures.
The employment rate converges to 97.2% (above its exogenously set natural level at which wages do not change). The inflation rate tends to about 10%. Both rates are also highly volatile in the early years but tend towards stabilization. Note that again the absolute values of the inflation rates are very high. Any costs of inflation/deflation that are not modeled would likely come about at such rates. This would alter the growth rate of the economy that is found here. Again, we are interested in the general trend rather than the absolute values, which depend on the initial calibration.

The lack of debt-induced collapse means the income distribution is also not skewed towards bankers in the long-run (Figure 94).

Rather, banks obtain only a small portion of GDP, about 1% in this simulation. The largest share of GDP is captured by households, about 81% in the long-run, and firms capture the remaining 18%. The lower interest spread is, as expected, seen back in a lower income share for banks.

Considering other interest rate spreads, a difference of 2% also yields a stabilized economy, but once the spread increases to 3% the system again undergoes a debt-induced collapse in the long-run. Stability is thus negatively related to the interest rate spread: there is increased stability under a lower spread. Ceteris paribus, it is positively on the interest rate on deposits (ζ) and negatively on the interest rate on loans (i). A high level of competition in the financial market, as represented by a lower spread that commercial banks earn on the difference between loans and deposit interest rates, stabilizes the system to a long-run equilibrium. Hence, active searching by banks to increase
their interest spread (e.g. by expanding abroad) causes instabilities in the system. However, a low interest spread enables a rising stock of debt without diminishing the profit rate of firms.

Figure 95. Debt-to-Output Ratio and Firm Profit Rate—Simulation 3.

The rise in the debt-to-output ratio converges in the long-run to about 1.1 (110%). This level of debt can apparently be taken on, held, and financed by firms because of the lower interest rate on loans. The long-run inflation rate of 10% is also expected to play a role in enabling the payment of the debts as it reduces the real debt burden in the economy. Profit rates are not pushed downwards by the debt servicing costs and converge to a long-run rate just over 6%. The total stock of debt in the economy does not decrease – firms take on more debt than they repay, which finances long-run viable economic growth.

11.4.4. Simulation 4: Cyclical model of the economy with money as (bank) debt and a lower propensity to invest.

Given the source of debt in the model is investment, requiring new loans and money creation, and a high debt burden is seen to result in instability, one may hypothesize that less investment in the economy can also result in stabilization. Figure 97 gives the economic growth rate and level of economic output when the propensity for firms to invest has exogenously been reduced yielding a lower rate of credit creation. This is done by altering the investment function (equation 85) so that a smaller percentage of GDP is invested yearly:

\[ I(\pi) = (\pi, \pi_e, I_e, \text{slope}, \text{min}) = (I_e - \text{min}) \times e^{\frac{\text{slope} \times (\pi - \pi_e)}{I_e - \text{min}}} + \text{min} = I(\pi, 4\%, 10\%, 2, 0) \]

Figure 96. Investment Fraction with a High (Base Run) and Low Propensity to Invest.
The figures above show the difference between the original higher investment function where a larger share of output was invested, versus the weaker investment function utilized in this simulation. The lower propensity to invest results in a viable economy – stabilization without collapse. The figures again show a time period of sixty years; however, it was checked for a longer period and the collapse does not occur after year sixty either.

![Graph of Real Economic Output and Growth](image)

**Figure 97.** Annual Real Economic Output and Growth – Simulation 4.

The economy converges quite quickly to a steady growth rate of 3%. The cycles in economic output dampen and real output steadily increases. The model economy tends towards a long-run employment at about 96.5%.

![Graph of Employment and Inflation Rate](image)

**Figure 98.** Employment and Inflation Rate – Simulation 4.

The inflation rate seems to converge to a very high 25%; however, extending the time period reveals that it starts to cycle upwards after year ninety. Nevertheless, there is no economic collapse in these years beyond those given above. The periods of alternating inflation and deflation seen here are followed solely by ever increasing inflation. This enables the debt-to-output ratio to stabilize (around 90% of GDP) as seen in the next figures.
The inflation decreases the debt burden, which enables a rising stock of debt without negative economic consequences. The profit rate of firms seen above stabilizes to a positive five percent in the long-run. However, the negative effects of high inflation or deflation rates are not modeled (see e.g. Blanchard, 2011 for the costs of deflation and inflation). These may have economic consequences that alter consumer and firm behavior in such a way that is not modeled here. This analysis is beyond the scope of this thesis but does require further research.

The shares in output of the three agents are also seen to stabilize as before, with households obtaining the largest share – about 80% in the long-run, followed by firms (16%) and banks (4%).

A lower propensity to invest removes the tendency towards collapse in the system. The debt burden rises but only slowly. Perhaps this is only possible in the long-run because of the high inflation rate, which is induced by a higher money wage rate (following growing labor productivity). Since the negative effects of inflation are not modeled the true socio-economic ramifications cannot be made explicit. This simulation thus requires further consideration and an elaboration of the model that is beyond the scope of this thesis.
11.4.5. Simulation 5: Cyclical model of the economy with money as (bank) debt and no growth in labor productivity nor population.

Economic growth in the model comes from a growing labor productivity (2%) and population (1%). We can simulate a zero-growth economy as advocated by some environmentalists (see Chapter 4) by setting these growth rates to zero (exogenously). In the results that follow a longer time span (100 years) is presented to be able to better understand the results. The simulation results show that initially there is strong cyclical growth, which diminishes as the economy converges to its initialized level with zero real growth.

![Figure 101. Annual Real Economic Output and Growth – Simulation 5.](image)

The lower productivity results in a lower level of real output to which the economy converges compared to the previous simulations. There is higher volatility in this convergence process compared to previous simulations where there was a more steady increase in real output. In addition, while in other simulations the growth rate ratcheted upwards towards an equilibrium, here it ratchets downwards to its long-run equilibrium rate of zero.

Two very different trends emerge in employment and inflation. Like the level of output, the employment rate converges to its exogenously set natural equilibrium of 96%. However, because investment continues to be positive to compensate for depreciation, there remains a steady increase in loans (total nominal debt in the economy) which is seen back in an exponentially increasing price level that cycles upwards quickly after year 60.

![Figure 102. Employment and Inflation Rate – Simulation 5.](image)
Again, the consequences of inflation for society are not modeled and therefore there are no negative implications of this situation. The inflation rate that emerges is clearly unsustainable, but in this model it has no effect. The expanding money supply (nominal debt) is able to complement zero-growth. The high inflation rate stabilizes the debt-to-output ratio to just 15% in the long-run.

![Debt-to-Output Ratio](image1)

**Figure 103.** Debt-to-Output Ratio – Simulation 5.

With this result it seems that a growing labor productivity and population increase the need for credit to fund the resulting economic growth. This increases the stock of debt, which can destabilize the system if the debt burden becomes too high. However, without the pressure of productivity and population growth, less credit is demanded (only to replace depreciated capital), and a lower debt-to-output ratio results. The trend in the price level enables such a low level of debt-to-output as any increase in nominal debt reveals itself in the price level, attaining no real income growth in the long-run. In this simulation, income shares also stabilize.

![Income Distribution](image2)

**Figure 104.** Income Distribution Households, Firms, and Banks – Simulation 5.

In the long-run, households obtain the highest share of economic output (90%), followed by firms (9%). Bankers receive about 1% in this zero-growth scenario because of the low levels of debt. In addition to the limitation of the model in terms of inflation, one can also question how realistic zero labor productivity and population growth is. These limitations are considered more in the following chapter. Nevertheless, we find only a growing economy requires a growing money supply. By removing this growth (labor productivity and population) the economic collapse is avoided in the model. As predicted in the ‘old view’, monetary expansion merely results in inflation. This inflationary result hints at an overlap and complementary characteristics between the ‘old’ and ‘new’ view. This will also be discussed in the next (conclusion and discussion) chapter more extensively.
11.5. Discussing the implications for sustainable development.

This model of Keen reveals the basic dynamics of a credit economy, in which interest-bearing bank debt circulates as money. The short-run reveals positive trends in economic indicators which seem encouraging. However, in the base run these eventually give way to destabilization and a situation of debt induced deflation and economic collapse as long as the driving forces of productivity and population growth exist. The system has a stable long-run equilibrium under a portion of ‘bank debt free’ (government) spending, a lower propensity to invest or a lower interest spread. Even then, however, the rising labor productivity still has the effect of encouraging economic growth which, as seen in Part I, has until today had negative effects on the environment. The opportunities for other more sustainable growth paths is considered in the following conclusion and discussion chapter. The system is thus not by definition instable, and it does not impose a growth imperative on the economy in itself. The dynamics that are more extensively revealed in this chapter, indicate that given the behavior of the agents in the system, it does have implications for sustainable development.

The model reveals that the buildup of debt may initially have positive effects on the economy and society, but that it is unsustainable in the long-term. Even in the short-run, the cyclical nature of the credit economy results in under- and over-allocation of resources. During economic booms resources are underutilized, while during busts the capital that remains from the bust is in excess of what is needed and is underutilized. Although these cycles decrease in amplitude in the model, at some point the interest payments on the growing debt burden start to dominate profit rates. Theoretically, firms rather deleverage in this situation, and in the model repayment rates start to exceed new loan (investment) rates. These processes ultimately give rise to a breakdown of the system if there is no intervention. There is a negative result for two pillars of sustainable development as in the long-run income inequality automatically increases and economic progress comes to a standstill. Of course, this lack of economic growth may have benefits for the environment; however, a sustainable system was defined as one in which all three pillars are viable.

One way to establish stability in the system was ‘government’ spending. This required injecting a portion of money into the system that was not associated with a bank loan. It reduced the debt servicing burden for firms enabling them to maintain their profit rates – Pillar 3 sustainability. The other extreme of this action is to make the entire money supply dependent on such spending and replace the role of banks with directing pre-existing funds to investments (intermediation). In this case the decision as to where this extra purchasing power enters the economy first is given to the general public (government / an independent central bank) and not to a private sector (the banks). A money growth rule could maintain a constant money stock unless economic growth results in deflationary trends. This would put pressure on the government to spend new purchasing power into the economy, which could in turn be deposited, saved, and invested at the private market’s need, maintaining the general market mechanism in the economy. The additional purchasing power would be able to be injected through any government paid wages and to firms via government consumption.

The main difference is that the money that funds economic growth, does not enter according to private profit-seeking and frequently speculative needs (see extension of this model for speculation and Ponzi financing in Keen, 2010b), but, given the needs of the general public can to some degree be known, new money can also be spent into the economy through social projects (e.g. renewable
energy, or environmental restoration) which otherwise would not be feasible because of market failures and externalities. This has potentially beneficial consequences for the environmental and social pillars of sustainable development that need to be considered. It provides greater opportunities for governments to invest, as they are not limited by the financial markets and interest rates in making debts. Extra capacity is given to society to invest in long-term social projects but also short-term popular ventures, as compared to the situation in which money is only loaned into existence if it fulfills the profit criteria of private banks. In real terms, it would at the same time reduce private sector resource use which in Part I was found to have been environmentally degrading. It would also reduce the ability of individual private actions to constantly expand the money supply and increase the economy’s debt burden, creating additional benefits. A next step in this research field requires evaluating the degree to which public needs can be judged, by government, and by the market, and determining the welfare effect of truly allocating the role of money creation to the first or second party as done in a number of reform proposals (e.g., Dyson et al., 2010). A balance is likely needed, where the market still plays an important role in allocating resources efficiently, but where government balances this private perspective with a social one.

It can be argued that the reduction in economic growth resulting from debt-induced collapse can be positive for the environmental pillar; however, this situation in its totality (all three pillars) is not sustainable. Unfortunately, there is a trade-off between economic stability and environmental sustainability: those scenarios in which there is no collapse are complemented by economic growth as private parties continue to compete to make profit. One simulation revealed that with as a proxy the interest rate spread, enough competition in the financial sector can avoid the debt-induced breakdown, as servicing costs of the stock of debt were kept to a competitive minimum. However, competition also makes it difficult for individual banks to offer loans for purposes that cannot pay acceptable interest rates. Higher competition may increase the probability that investments of which the benefits fall on society in general or which only emerge in the long-term are rejected in favor of investments with high short-term retrievable gains (e.g., internal rate of return or net present value) of which a rewarding part can be passed on to the bank. This would further enable those with existing wealth to expand this more easily, as they are more likely to be granted a loan by the bank. So while increased competition may be able to stabilize the system, it may not have a positive effect of the environmental and social pillars of sustainable development.

The zero-growth scenario alternatively stabilized the economy, but resulted in high levels of inflation as investments are still paid for by new loans (new money, new purchasing power), which is captured in this higher price level. This also occurred in the simulation with a lower investment propensity. In the current money system, as long as the money supply expands, according to the individual desires of the banks and the borrowers, a positive economic growth rate is enabled or inflation results. An evaluation of the effects of inflation are beyond the scope of this thesis, but any economic textbook can provide the negative implications of high inflation rates. So while the money system does not impose a growth imperative, the dynamics of the system do have a tendency to result in a growing money supply. It is not in the interest of the banks to limit this process of debt and money expansion, because additional loans increase their profits, nor is it in the interest of the borrowers as they desire loans in expectation of higher future profits.

A potential extension of this model based on Minsky’s speculation-based instability hypothesis (1982) more explicitly reveals that market participants increase debts in the aspiration of a higher
(future or current) income. In the model presented here, this is exogenously imposed/assumed. Banks profit from extending credit, firms profit from the activities they fund with loans, and individuals may desire to borrow in order to finance expenditures above their current income and wealth or to speculate in the hope of higher future profits. There is thus an individual bias towards extending credit, and simultaneously increasing the money supply as well as the total stock of debt in the economy. From an endogenous money perspective, these investments are dependent on bank loans, and thus the current money system enables these preferences to become reality. This however may not be beneficial for the economy as a whole, i.e. from a social perspective, for two main reasons.

First, since loans are ‘created out of nothing’ and do not require someone else to give up money by saving (which makes borrowing more difficult), growth in aggregate demand and economic output are enabled, which have the negative environmental effects that were found in Part I. The other side of this coin is that any economic growth in the economy has to be enabled (funded) by bank debt. Any attempt to grow hereby entails a higher debt burden and greater interest payments to the banking sector, which is associated with economic instability and even collapse.

Second, it results in inflation and a higher and more unstable debt burden, which is economically unsustainable even without Ponzi financing or speculation. In addition, Chapter 9 revealed that the potential debt level from the endogenous money perspective is almost infinite as long as there is a demand for loans by credit worthy borrowers and banks retain part of their interest income stream as capital. If banks could only lend out funds they have beforehand, there is a limit to the debt level. In this situation they do not create money, and they would be limited by the money in the system. Further research may consider what party could alternatively receive the responsibility of increasing the money supply as needed (e.g. add an explicit central bank to the model as an independent government body that creates money).

The current system steers towards the two extremes of economic activity – economic growth on the one hand, or economic depression on the other when a debt or asset bubble pops. Both are not sustainable outcomes, in particular economically (Pillar 3), but Part I revealed that economic growth and depression also impact the environment and human inequity.

11.6. Conclusion.

In this chapter the main implications of Part II are modeled, namely that:

1. The money used by the general public is debt and enters the economy as a loan;
2. The money (loan) is created by banks;
3. New money (loans for investments) are required to enable economic growth.

By linking the financial ‘vault’ model with a macro-economic model in which endogenous economic cycles exist, the role of money as bank debt (credit) in the economy is more visible. The important factors in this are the behavioral rules of the market parties (firms: investment behavior, workers: wage negotiations; consumers: savings and loans behavior; banks: market competition). These are to a certain degree of psychological nature which the model has only modeled implicitly, but the model also contains some inherent trends that yield cycles as well as economic collapse. The psychological
A first exploration of the viability of the money system reveals its susceptibility towards instabilities because of a combination with:

1. A growth pressure from increasing labor productivity and a growing population.
2. The tendency to borrow more when profit rates increase in anticipation of a rise in income, in this model by firms but it could also be modeled to include household speculation and desires;
3. A positive effect on banks’ income of the number of loans outstanding, given high market concentration (high interest rate spread – low competition);
4. A lack of fiscal intervention through direct fiscal spending (government);

These tendencies result in increasing income inequality as bankers’ income rise with the growing debt burden, economic growth with associated environmental degradation, and a lack of economic competitiveness and efficiency during the debt induced crisis. In the long-run, a basic credit economy is not resilient. The impact of expanding credit creation and the money supply yields continuous economic growth. However, it also confirmed that these trends are not inherent in the nature of money per se. The need for growth comes from the need to employ a growing and ever more productive stock of labor. If labor productivity and population do not grow, the money system can be part of a steady-state economy. Government spending, a lower interest rate spread, and a lower propensity to invest can stabilize the system.

The economy thus does not necessarily have to grow or become instable due to the money system. It does not have to result in the aforementioned pressures. However, this is the common outcome because of increasing productivity, individual market participants that aspire higher future incomes, and a growing population which induces a growing debt burden and money supply. Although it does not necessitate it, the current money system does enable this competitive profit-seeking behavior more than a system in which the money supply is expanded only when deflationary pressures reveal a need for more money. It is an enabling factor in the exploitation of natural resources for rational individual benefit and short-term gain, hindering long-term and social human, environmental, and economic sustainability.
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Summary, Conclusions and Discussion

The goal of this thesis was to consider the critique that the money system is an important reason why the development of society has not been sustainable. The introduction presented these claims, as well as the methodology the thesis would undertake. This has resulted in three parts that combined provide a detailed description of the main issues involved:

- **Part I**: A Sustainable World?
- **Part II**: Money and its Creation
- **Part III**: Money and Sustainability: A Model

Part I is an empirical analysis of the three components of sustainable development popularly referred to as ‘people, planet, profit’. Part II is an extensive literature review on the money system: a definition of money, its origins, the development of economic thought and theory on money which culminated in two views on the current money system. Part III is a modeling effort based on Keen (2011a) in an attempt to introduce a new way of modeling the system to analyze its dynamics and impacts. In the same way that the ‘vault’ model (Keen, 2009, 2010) was an introduction to the second extension, I hope that the latter model (Keen, 2011a,b) can be improved and expanded to better model the relationship between the financial sector and the real economy. Such extensions will be further considered in the discussion section, but first concluding summaries of the individual parts are presented. Together, these reveal that while the money system does not inherently prevent a viable economy and sustainable society, there are tendencies in the system due to the behavior of the agents involved that make it rather prone to unsustainable results. Specifically, these include an incentive towards economic concentration and enabling the individual search for growth, which have both been present in recent years, and require regulation in order to avoid collapse.

**12.1. Part I: A Sustainable World?**

Part I differentiated three pillars of sustainable development:

1. Human sustainability: an equitable and just society with optimal (low) income inequality;
2. Environmental sustainability: a society which preserves access to environmental resources over generations;
3. Economic sustainability: an economically resilient society that is resource efficient and competitive (high contestability).

It revealed that despite economic growth, the last decades have shown an increasing [feeling of] social injustice and inequity complemented by increasing economic inequality in various places. Furthermore, there has been increasing (energy and material) resource exploitation and environmental degradation as a consequence of continuous economic growth. Environmental sustainability was found to be negatively related to economic growth, therefore favoring a zero-growth economy. However, alternative growth paths based on investments in environmental restoration and renewable energy technologies may enable absolute decoupling in the future. Furthermore, in view of the legitimate aspiration of many people for more material welfare, economic recession or decline are also not sustainable as they mean enduring poverty for many and a lack of innovation which limits resource efficiency improvements. A resilient, steadily growing economy reoriented to resource efficiency, environmental protection, and a more fair distribution of output seems most desirable. Finally, there has been an increase in investment in the financial sector, despite its lacking competitiveness and contestability (as revealed by increasing concentration) and productivity growth (growth was a result of risk-taking). Meanwhile, immense investments in the real economy are needed to make the transition to a sustainable society.

This part also provided the criteria with which to evaluate the effects of the money system. Namely, that a system that increases economic inequality, causes a growth imperative, or results in a lack of economic competition and prosperity, is a system that hampers sustainable development. It is important to note that sustainable development does not entail success in two out of three pillars, but that rather a balance is required. This balance comes back in later parts of this thesis also – the integral world view that is needed for sustainable development.

12.2. Part II: Money and its Creation.

Part II considered the nature of money and the current money system. It commenced with a definition of money by four monetary aggregates and three functions in order to clarify the subject of study. Money is accounted for on the balance sheets of central banks and commercial banks. This was followed by an overview of the various theories on the origins of money. The fact that money is debt is nothing new. Money’s origins lie in social, religious or sacred, commercial or trade as well as State needs. Today, its commercial and trade origins dominate the interpretation of money. Over time this was formalized as debt owed to a more central, preferably ‘neutral’ public party. Today, this party has become the commercial banks.

Following this, we saw that as a result of different assumptions, economic schools of thought have allocated varying roles to money in their theory. The Classics assume rational economic agents, perfect information (and thus a certain future), and efficient markets (through price adjustments) resulting in the neutrality of money in the short- and long-run. Amongst others, Keynesians adjust this introducing the assumptions of bounded rationality, uncertainty (imperfect information), and price resistance, which yield expectations and time lags in market clearing so that money is non-neutral in the short-run, but neutral in the long-run. Post-Keynesians assume that economic agents act irrationally in various occasions, that the future is always uncertain, and that the nominal price of debt does not adjust so that changes in the money supply do not in the short-run, nor long-run, have neutral effects. Finally, focusing on money creation, we discussed an ‘old’ view and a ‘new’ view.
Although these views are based on a number of complementary components, there are a few main differences.

The ‘old’ view on money creation assumed by neo-classical economics, explains money is created through the expansion of central bank reserves for use by commercial banks (fractional reserve banking). The ‘new’ view on money, adhered to by more heterodox schools of economics such as Post-Keynesians, argues that the money we most commonly utilize today is not just debt, but is commercial bank debt. A commercial bank creates a loan and a deposit simultaneously – i.e. it creates (bank) money, and a new claim for someone on the real economy without someone else having to directly give up theirs. In real terms, this is either inflationary or requires economic growth. Loan repayment reduces the money stock, while it increases with saving. The majority of the UK money stock is bank deposits – money in the form of interest-bearing bank debt. Furthermore, Post-Keynesians claim that the market demand for credit determines the money supply endogenously while central bank reserves merely enable the payment system. A bank’s capacity to give out loans is then claimed to only be limited by:

a. The demand of borrowers;
b. Their credit worthiness;
c. The bank’s capital ratio and other credit regulations by government.

Meanwhile, central bank reserves are the money with which commercial banks settle transactions between each other when for example one client moves his or her money to another bank or makes a payment to someone at another bank. This can alternatively be done on the interbank market. To ensure the payment system works, the central bank will always provide reserves according to the demand of commercial banks. Reserves respond to demand and the money multiplier works backwards. We are not in a fractional reserve banking system that traditional textbooks base their analysis on. However, we are neither in a fiat money system where money obtains its value from government. The high-powered (central bank) money in the system only makes up a small portion of the money supply and it does not limit the creation of credit money, which makes up the majority of the money in circulation. We are rather in a predominantly credit-money system. The monetary exchanges in this credit economy are different from a barter economy in which money is merely a means of easing transactions and a numeraire. A credit economy is based on exchanges with one commodity and three parties: the producer, consumer, and a trusted third party (a bank) to settle the transaction, while in a barter economy an exchange of the money ‘thing’ is enough to settle a transaction between two parties.

The old view on money has more support from traditional economics, while empirical evidence and central bank documents are more in line with the new view on money. However, the main difference between these theories lies in the causality between bank lending and reserves. The old view claims that banks acquire reserves and then lend while the new view argues commercial banks first make loans, and then consider the reserves they need: they do not ‘lend on’ money as an intermediary but simply loan ‘out of nothing’. The lack of adequate reserves before lending implies that the banking system is less stable.

While Part II provided an augmented understanding of the potential effects of the money system on sustainable development, Part III presents a first attempt to model these basic dynamics. A system dynamics model with two setups was used to understand the dynamic complexities of the money system better, and to draw conclusions about whether the current money system inherently hinders the three pillars of sustainable development. The basic ‘vault’ model (Keen, 2009, 2010) proved useful to test whether the money system has built-in mechanisms that result in this. It revealed that the interest-bearing, bank debt (credit), based money system in its most basic form does not necessitate growth, it does not automatically result in economic collapse, and also does not concentrate money with the banking sector per se. However, it says little about how the money system affects the current economy.

For more insight, an extended model of the credit economy was created replicating Keen (2011a,b). Keen’s comparison with empirical data reveals that this new model illustrates macro-economic growth patterns from 1980 to 2010. It also reproduced the cyclical economic behavior and changing income distributions between the firm, household, and banks classes that this period exhibited. In the model, rising debt levels eventually result in economic collapse as profits are reduced and firms rather deleverage than take on new debt decreasing investment. Nevertheless, the decrease in economic output is greater and occurs faster than the decrease in debt resulting in an ever-increasing debt-to-output ratio. The high real servicing costs result in a debt-induced economic recession. It is characterized by high levels of unemployment, deflation, and income inequality favoring banks as interest payments are still required (note there are no bankruptcies in this macro-model). In various extensions of Keen’s model, I find that this can be avoided by government spending, a lower propensity to invest by firm, increased market competition between commercial banks, and zero population or productivity growth.

In summary, I find that money is non-neutral because interest-bearing bank debt is circulated as money. Credit creation, is deposit creation, is debt creation, so that if a loan is taken out, there is an increase in the money stock and an increase in the debt stock. Repayment decreases the debt (and money) stock. Economic activity (circulation of money between banks, households, and firms) is required to be able to service (interest flows) the stock of debt that exists as our money supply. A growing economy (increased economic activity) requires investment by firms, consumers or government which requires an increase in the velocity of money, a deflation of the price level, or new money (credit creation or reduced saving). An increase in debt (credit creation > repayment) requires an increase in economic activity (growth) to service the debt. The interest paid is a flow associated with a stock of debt, which can be serviced with a flow of income. A constant stock of debt can be serviced by constant output levels. However, to be able to service an increasing stock of debt, greater income flows (economic activity) are required = economic growth. If this occurs, the higher level of debt does not cause economic problems. This is also the case if there is no increase in credit (money, debt) – i.e. credit creation = repayment. If there is an increase in credit, and this is used for something unproductive (e.g. bid up asset prices), there is no increase in economic activity needed to service the debt (to some degree there is an increase in transactions of these assets of which the price increased but this does not compare, nor hold out in the long-run). The economy can thus become over-indebted: there is less income than is needed to service the debt stock. Saving decreases the stock of money as there is less money to service debt with. This needs to be
compensated by increased transactions, a higher velocity of money, and increased economic activity i.e. growth. The same is required if the interest rate on outstanding debt increases. Finally, inflation helps to avoid economic collapse under a rising stock of debt because it reduces the value of debts as these are not indexed while real goods and services, wages, etc. are. However, deflation increases the burden of the debt stock. Money as bank-debt thus can yield great instability in the long-run if the economy becomes over-indebted. High levels of credit creation, a result of rational private incentives to lend to create a greater future income (future output requires loans now), is enabled by bank lending ‘out of nothing’. It encourages a buildup of debt (money supply), which stimulates economic growth and/or asset bubbles (particular inflation). If there is too little economic growth, high servicing costs can result in an debt-induced economic recession, characterized by high levels of unemployment, deflation, and income inequality.

**12.4. The money system hinders sustainable development.**

To specify the link with sustainable development, reconsider the three pillars of Part I:

1. Human sustainability;
2. Environmental sustainability;
3. Economic sustainability.

In terms of the first pillar, no mechanical inequality arises from the basic fact that private banks can create money, a public good. However, the effects of enabling a private sector to create money does stimulate or enable economic inequality and the associated social inequity in the long-term, as private incentives are aligned to expand the money supply (more loans). Endogenous money creation enables rational private incentives in the system to promote debt and asset bubbles and ever-increasing economic growth. In the long-run, this causes a rising share of income with commercial banks, and a reduced share with workers and capitalists, potentially a cause for feelings of injustice. A debt-induced economic recession that followed in most cases also has negative social effects resulting from less than optimal unemployment, deflation, and poverty.

Interest is income for the commercial banking sector, paid by debtors (firms and individuals) over all the money that enters into circulation. Although this has not been found to result in the standard seigniorage benefits for the banks, it does provide them with more income than if not all increases in money (deposits) corresponded with an increase in bank debt. They receive more than if they were merely an intermediary. Banks profit from the interest spread between these loans and deposits. If private saving (at commercial banks) decreases but credit creation continues to increase (i.e. there must in real terms be an increase in government saving) banks receive a type of ‘seigniorage’ benefit. This is because if an equal amount of money they lent out had been saved, the banks would merely receive the interest spread. Decreased private saving reduces the interest banks have to pay, while increased credit creation still provides them additional income. A bank can further increase its income by increasing its market power to be able to increase the spread and share of transactions within the bank (recall Part I revealed increased concentration in the financial sector). Banks can also simply extend more loans or discourage repayment, discourage cash holdings and payments, maintain a lower capital ratio, or increase the velocity of central bank reserves. Finally, if the economy becomes over-indebted the banks retain their interest claims and (as also seen in the model), their share of total income increases.
Banks also determine the scope and distribution of the supply of money more than they would as an intermediary. This may stimulate [a feeling of] inequity and injustice. One can imagine that since money is created by means of loans, which are preferably given for profitable, short-term investments by individuals and firms that are able to pay the interest rate and that already have collateral (read are credit-worthy), the system encourages preferential attachment and an uncompetitive (oligopolistic or monopolistic) market. Using interest rates to make investment decisions thus stimulates short-termism as it makes long-term investments more expensive. Governments, also restricted to lending from financial institutions, face these same private interest rates, limiting their ability to make long-term social investments. Money and all associated benefits concentrates with a particular few that meet the criteria and can pay the interest rate. It is likely that ceteris paribus, these redistributive effects associated with interest are more existent in a situation in which every deposit is complemented by a bank loan, as compared to a situation in which banks only lend out existing funds (i.e. only a part of the money supply is saved and loaned out by banks). This was modeled, and indeed a situation with a portion of the money supply as ‘bank debt free money’ reduced the interest burden in the economy and avoided economic collapse. Although the money system is not inherently unsustainable in terms of human well-being, the buildup of debt that it enables does result in unsustainable economic inequality, social inequity, and injustice.

In terms of the second pillar, there are mainly indirect effects through more easily enabled economic growth and the important role of interest in a competitive bank sector. The money system does not necessarily induce an economic growth imperative. A constant stock of money (debt) can be serviced, even with compound interest, with a constant amount of economic activity. This means the present money system does not necessarily require ever-increasing resource extraction and environmental degradation. However, insofar as there is a net increase in credit, there is a growth imperative because the debt needs to be serviced. Inflation decreases the growth imperative and saving or an interest-rate hike on outstanding debts increase it. There is a general economic bias towards growth because the money supply is endogenous: dependent on private parties – profit-seeking banks, individuals, and firms, and there is essentially no public control. This enables private incentives in the system to induce economic growth in search of the highest possible private profits at the cost of social losses such as environmental degradation and resource exploitation. Banks have a profit incentive to expand the money supply through more loans (credit creation) because of the interest they receive on these. It is also easier for the general public to obtain a loan in the current money system than if someone else would have to give up their purchasing power (i.e. save). Together, this increases the purchasing power in the economy and yields a dynamic that increases aggregate demand by increasing debt in the hope of future gains. These can either be from true economic growth (e.g. by liquidating natural and human capital), or, from debt funded speculation on rising asset prices, yielding inflation. Furthermore, money as interest-bearing bank debt widens the scope of short-termism in investments to all money in the economy. By imposing an interest rate on the entire stock of money, more investments are discounted to the present according to private criteria. This limits long-term socially optimal investments such as in renewable energy technology or environmental restoration. Governments also lose a tool to control the economy, direct society, and finance long-term, public (social) investments by limiting their funding to tax income and bank loans.

In terms of the third pillar, money as bank-debt heightens economic instability (as opposed to a natural equilibrium), because the economy can become over-indebted if growth holds out while there is increased credit creation. The model reveals that the pro-cyclical nature of debt enhances
fluctuations in economic investments, output and employment, and induces depressions and even recessions when the interest burden exceeds the economy’s income. A build up of debt decreases the resilience of the economy. This limits the economy’s efficiency, long-term sustainable economic progress, and results in a suboptimal allocation or underutilization of human, physical, and natural resources. Part II also revealed that there is an incentive in the banking system towards increased concentration to minimize the need for central bank money (reserves and cash), which reduces the competitiveness and efficiency of the sector and economy as a whole due to the sector’s important role in it. The model in turn revealed that increased competition resulted in greater economic stability. Finally, Part II discussed that to maintain economic competitiveness the banking sector values certainty and marketable profits, which increases the prevalence of short-term investments and limits long-term economic progress and resilience of the system.

12.5. Conclusion.

The current money system hinders sustainable development. A common effect of the money system on all three of the pillars runs through the fact that it caters to rational individual incentives, which have a tendency to result in suboptimal or even negative social, environmental, and economic effects in the long-run. This limits the resilience of the system in its totality. However, various popular impressions about the money system were found to be invalid. This includes ideas of the neoclassical perspective such as the money multiplier and money neutrality, and of critics that the money system is by construction mathematically unstable and inequitable. I find the largest effect on economic sustainability, which in turn hinders attempts to develop sustainably. Unfortunately, the model simulations reveal trade-offs between economic stability, growth, productivity improvements, equity and the environment that need to be explicitly considered in making policy choices.

The large impact of the money system on the third pillar may be surprising because many economic models do not even contain money explicitly. I follow in the footsteps of Post-Keynesians in emphasizing the importance of considering money, debt, and banks in the economy, not only for economists, but also for those attempting to achieve a sustainable society. Endogenous money theory provides a new perspective from which to approach the issue of ensuring environmental and human sustainability are complemented by economic sustainability. It directly affects the determination of public policy, especially financial and economic, as the public (Central Bank) control over the money system, that is largely believed to exist, does not. It also places the existence of a public deficit into a new perspective and endorses a very different approach to the current crisis by encouraging greater public spending to restore economic stability and prevent large inequalities. At the same time, it advocates the need to take a more holistic approach to policy-making to judge the effects of how the financial system is systemically organized on social and environmental policy-making. In particular, while there is a general belief that a regulated ‘free market’ is the best form of governance, the ever more important financial system is found to be uncompetitive and inefficient. It has skewed incentives towards private returns and environmentally degrading economic growth, resulting in a socially sub-optimal situation. Understanding the importance of credit and thus money creation in this process, provides new tools to regulate and direct society as such. The two models that have been applied and the theoretical overview of this school of thought, together reveal new interactions between these three pillars of sustainable development. I believe they have the potential to provide many more unique insights on sustainability, but still require significant amounts of further research to come to concrete and practical recommendations.
12.6. Discussion.

This thesis has been written as a springboard for further research. It provides an extensive overview of the literature, but also has a number of limitations and leaves open various questions that require further examination. Especially the model requires additional work, to understand the mechanisms at work in more depth and expand it. These will be considered here, in addition to a number of proposals for change that have been put forth.

This thesis is limited in its ‘proof’ of the link between the money system and sustainable development. It is of course also limited in scope to the UK, and further analysis is required to see whether the same conclusions can be made about other money systems and whether the same model can be applied. A variety of mechanisms, dynamics and links were put forth, however, the extensiveness of the subject poses limitations as to the degree to which these can be argued properly. For example, the effects of interest were not considered in a chapter on their own, but play an important role in a money system based on debt. It is also difficult to make a strong link to ‘sustainable development’ because of the breadth of the term. Although it was reduced to three main criteria in Part I, this nonetheless is a far too broad scope to continue with. These three criteria each also had limitations. Evidence of inequality, but also the link between inequality and social inequity remains debated. The relationship between economic growth and environmental degradation also relies on the basic assumption that absolute decoupling cannot occur. However, more sustainable methods of production such as Cradle2Cradle or even a change in the definition of GDP, the main measurement of economic growth (see Bergh, 2009 for a critique of GDP), could affect this assumption. In this thesis, the fact that economic interactions are easier to measure than social and environmental ones resulted in a better modeling and understanding of the effects on the sustainability of the economy, rather than on the two other pillars.

Further research should focus on explicitly separate parts such as the growth imperative or the concept of seigniorage and its link with government (social) spending. The potential effects of a declining population and total factor productivity may also be explored within this model. In further steps the model can be expanded to include the natural resource system, different classes of households, and a government/central bank. The modeling of a government and/or a central bank also requires more empirical research into the deregulation that has occurred in the past decades which may have also enabled the money system to yield the effects it does now. Along with a more explicit central bank, interbank lending needs to be researched further from this perspective. Namely, if interbank lending (for profit) and borrowing of reserves can create liquidity in reserves over and above what the central bank creates then commercial banks can cover reserve requirements by borrowing reserves that covered deposits in other banks earlier. Not only the velocity of money, but also the velocity of bank reserves are proposed to matter.

In addition to this, a foreign sector (and currencies) needs to be modeled. Globalization has reduced the impact of borders especially for the financial system and banks perform a host of other activities in addition to credit creation. This can create a bridge to research on the effects of financial speculation on the environment and food security (e.g. in commodity markets). This relates to the observation in Chapter 10 about the ‘vault’ model that if there is a ‘sink’ in which the financial sector focuses money such as foreign countries or investment in the financial sector itself, the real economy may be drained of money. Modeling natural resource exploitation, pollution, private versus public
goods, and real estate (i.e. also household borrowing) could pinpoint the effect of this more explicitly. Searching for such a tendency requires more empirical work and more explicit modeling of agents’ goals and options. An extension thus needs to be made in which the behavior of the agents is more explicitly modeled. This can also provide the basis to include insights from Behavioral Economics and Psychology. For example, the investment function of firms and Phillips curve could be extended to include different responses in times of the ‘Great Moderation’ and once the collapse is onset. This could also enable the inclusion of any distorting effects of inflation/deflation which were not in this model. This meant that for example inflation decreased the value of debts stabilizing the economy, which may in practice not be the result because of the costs of inflation. Furthermore, the banks were modeled as one agent, while these also have owners and employees that could be separately considered. A number of elements were thus abstracted from in this model because it was a first introduction that focused on the basic viability of the system, but increasing the number of agents and the endogeneity of their behavior will give interesting insights.

The model in general remains in its infant stage in this thesis, in terms of what is included (Keen has already expanded it to include speculation/Ponzi financing), and how robust Keen’s model is in general. It remains highly sensitive to initial and parameter estimates, which a sensitivity analysis would have revealed. This concerns especially the parameters in the non-linear equations: the Phillips Curve, the investment function, and the repayment function. The relationship between wages and the price level also requires further examination and economic foundations, as they are the essential element that links the monetary (vault) and real macro-economic models. Unfortunately, while wages from the macro-model are set equal to wages in the vault model, nowhere is yearly economic output set equal to the sum of annual (vault model) consumption (bankers plus households) and investment. The model thus clearly still has potential errors and imperfections that need to be solved, preferably in correspondence with Keen himself (since his model was applied). It was beyond its scope to go into more detail than done here, but further application and extension necessitate such an analysis and a significantly stronger understanding of the mechanisms/transmission channels and sensitivities in the model. Of course, solving the perceived errors has priority. Finally, critique on the work of Keen must also be noted. Part III is based on his model, and it may be of interest to compare it more explicitly with other similar models of the economy also those that Keen bases his own on (e.g. Goodwin, 1967; Godley and Lavoie, 2007; and Circuit Theory models). In the process of writing this thesis I carefully followed various online discussions between Keen as well as other Post-Keynesians and traditional economists in order to remain critical. Until now, I remain convinced that this is a useful starting point to gain insight into the relationship between the financial system and the real economy.

It was referred to a number of times, but a more extensive analysis of the public-private opposition is needed especially in relation to money creation. While the money system was not found to mechanically hinder sustainable development, its structure does seem to favor and enable private interests whilst those of the general public, assumed to be represented by government, are impeded. It is a money system that given individual incentives and lack of appropriate government intervention, favors short-term private interests over long-term society-wide progress. This stimulates a concentration of economic control, which is contradictory to the definition of sustainable development, which states that rather an integral and balanced world view is needed. This opposition comes into play when seigniorage is considered. This quickly becomes a very subjective discussion, but it is in dire need of an objective analysis as there is little published
concerning this topic. There is at least no consensus, and the analysis in this thesis was not able to provide one either.

The lack of public control over money is another example where we think there is a certain degree of public control through the central bank, but from a different perspective – ‘the new view’, there is not. Also the ‘old’ view contains central bank interference indicating a general consensus that some public control over the money supply is required. There are some, limited government regulations that must be met such as a capital adequacy ratio, but true direct control is lacking. The lack of influence is also seen back in the futility of quantitative easing, which merely increases the reserves of commercial banks while the money that truly circulates is rather dependent on the market. The new view yields a different approach to analyzing and dealing with the current crisis, which academics such as Koo (2008, 2012) have been advocating. It calls also for a more subjective debate concerning the (control over) flows of money that exist and even guide society. Although academia can provide the understanding and evidence necessary for this debate, the debate will need to be undertaken amongst citizens.

Before this, it is the mentioned understanding that I believe is vital. A consensus on the working of the system is required before it can be evaluated and perhaps adjusted. Only then can we judge the effect of money and its creation on society. By combining various strands of research on the money system, this thesis hopes to provide a starting point from which to build a general understanding of a system that can subsequently be analyzed, evaluated, and altered. The financial system and in particular the money system cannot be disregarded in academic research, policy plans, and visions on a sustainable future as it plays a key role in the allocation of resources in society (by allocating money/debt/credit). The current system enables private interests to expand the money supply in their favor, and given the social nature of a large number of the investments that would be needed for an energy and environmental transition, it is an important question as to whether such a change is even possible at the moment. If all incentives are oriented in the opposite direction – a high interest-bearing debt burden increases short-termism, a concentrating tendency amongst banks decreases competition and efficiency in the sector, and the public sector is ultimately dependent on commercial banks for financing – then stimulating a sustainability transition may be a question of rowing upstream. It is therefore that there have already been a number of proposals for reform.

The earliest of these proposals is the Chicago Plan, proposed by various economists including Fisher (1936) after the Great Depression and later advocated also by Friedman (1960) as it reduces the need for government intervention. It has recently been revisited by IMF economists Benes and Kumhof (2012). It is a proposal for 100% backed deposits (by money issued by the government) and a separation of the money supply from credit creation. Bank credit is allowed only to be financed by government money and not ‘out of nothing’ by creating new deposits. According to both versions, there are four main advantages of this including: greater control over the business cycle as well as credit and money, an elimination of bank runs, reduced public debt, and reduced private debt. Indeed, in our basic model simulations, already a small portion of ‘bank debt free money’ spent into the economy avoided a collapse of the system and reduced the debt burden. The possibility for the European Central Bank to do so versus the still country-specific Bank of England needs consideration.

Positive Money together with the New Economics Foundation and the Centre for Banking, Finance and Sustainable Development of the University of Southampton (Dyson et al., 2010) have also put
forth a plan. It is based on ‘narrow banking’ (Kay, 2009) and ‘Limited Purpose Banking’ (Kotlikoff, 2010) which also separates the payments system from the lending function of commercial banks. These can then only invest savings allotted to them, or otherwise hold these for the public for safekeeping, transactions or precaution. The proposal claims to increase financial and economic stability, competition, and resilience but also reduce the (costly) need for government to intervene. They also consider the distributional effects of the current system that they claim would be reduced, including a redistribution of wealth from the poor to the rich, the real economy to the financial sector, and in the UK from all areas towards London City.

Lietaer et al. (2012) dispose with a single, central system all together and advocate a diversity in currencies (Local Exchange Trading Systems) parallel to a main currency with which to pay taxes. These aim to create ‘monetary ecosystems’ based on particular communities, which relate money to the real economy in a positive manner. This is in the spirit of Hayek (1976) who was also a strong adherent to the idea of free money and banking – a situation in which everyone can create money. Hayek claimed that market competition would drive out ‘bad monies’ and keep those which were the most stable. Finally, Keen (2011c) has proposed a debt ‘jubilee’, which entails that the government creates money and gives this to the public under the condition that they use it to pay off their debts. However, like historical jubilees, this does not alter the system in itself, it merely brings us back as it were to the beginning of the Great Moderation that we saw will under this system ultimately lead to collapse.

As proposed also in Chapter 7, middle ground needs to be found – a central compromise that balances private and public demands in order to achieve sustainability in all three pillars. As far as determined in this thesis, technically the current system does not necessitate economic break down nor growth; it is rather the incentive structure within the system that has negative effects. Therefore, there may be more room for improvement than we think, without having to take drastic measures such as impose a Chicago Plan or a debt jubilee. And while the money system may not be the all-explaining and solving ‘missing link’ to sustainability, its here proposed effects on social inequality, the environment, and economic prosperity definitely do require more intensive study.
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Definitions are from Investopedia (2012) or the author.

ASSET
A resource with economic value that an individual, corporation or country owns or controls with the expectation that it will provide future benefit.

A balance sheet item representing what a firm owns.

BILATERAL SETTLEMENT
A system between two banks that nets out accounts with each other (debts and credits) to minimize payments.

CAPITAL
In accounting terms, capital equals assets minus liabilities and is the same as the net worth of a company, or its equity. It is the financial value of assets. In the context of the factors of production, capital can refer to machinery, equipment and factories.

CAPITAL RATIO OR CAPITAL ADEQUACY RATIO / REQUIREMENTS
Required fraction of a commercial bank’s assets it is required to hold in the form of capital.

CENTRAL BANK RESERVES
Accounts of commercial banks held at the central bank; ‘central bank money’, with which interbank payments can be made.

CETERIS PARIBUS
An assumption commonly made in Economics that keeps all other factors constant when one is altered. It literally means, ‘everything else unchanged’.

DEMAND DEPOSIT
An account at a commercial bank in which one can deposit money, which can be withdrawn at any moment without having to notify the bank and without incurring any penalty.

ENDOGENOUS MONEY
A theory on the process of money creation: the money supply is determined by the demand for loans of firms, individuals, and government, and its supply by commercial banks. Supported by heterodox schools of economics such as Post-Keynesians. For example, a bank makes a loan £L to a firm, which is simultaneously deposited in the firm’s deposit account increasing the money supply, while any reserve requirements can always be fulfilled later. From this perspective, loans create deposits.

EQUITY
In accounting terms, equity equals the funds contributed by owners plus retained earnings. In this case it is the same as capital, it is ownership after all debts are paid off. Equity is more expensive than debt because the risk is greater for equity holders because debtors are paid first if an organization defaults (debt is senior to equity), and because debt is tax deductible.

EURIBOR
Euro Interbank Offered Rate – the average interest rate for which primary commercial banks in the European Union lend to each other.

FIAT MONEY
A currency that has no intrinsic value (not a commodity), nor is backed by any physical reserves (commodities such as gold), but gains its value from faith or trust that it will be accepted in the market and by government.
FRACTIONAL RESERVE BANKING (FRACTIONAL DEPOSIT LENDING)
A banking system in which only a part (reserve ratio) of a bank’s deposits need to be kept as, or backed-up by, central bank reserves available to withdraw directly, while the remainder can be loaned out. This enables the banking system in its aggregate to expand the money supply by the inverse of the required fraction. For example, if the fraction is 20%, then the banks can expand the original central bank created reserves five times over by extending credit and thereby creating bank deposits.

INTEREST
The charge for the privilege of borrowing money, typically expressed as an annual percentage rate. Interest is commonly calculated using one of two methods: simple interest calculation, or compound interest calculation.

IOU
“An informal document that acknowledges a debt owed. IOU is an abbreviation, in phonetic terms, of “I owe you.” The debt owed does not necessarily involve a monetary value but can also involve other products. With IOUs being informal, those issuing the IOU are given free reign when writing and issuing an IOU. Things like time, date, interest, and payment type are not mandatory but may be implied.

LIABILITY
A company's legal debts or obligations that arise during the course of business operations. Liabilities are settled over time through the transfer of economic benefits including money, goods or services.

LIBOR
London Interbank Offered Rate – the average interest rate for which international primary commercial banks in London lend to each other.

MATURITY
The length of time until the principal amount of a bond must be repaid.

MONEY CREATION
The process by which the money supply of a monetary area (e.g. nation, Eurozone) is altered. This could be both an increase of the money supply, and a decrease.

MONEY MULTIPLIER
A theory on the process of money creation: the money supply is determined by the central bank which creates reserves. These are expanded by the commercial banking system in an iterative process to bank deposits through fractional reserve banking with a certain reserve requirement. For example, £M base money is created by the central bank and it sets the reserve requirement at ‘r’. The £M is deposited and the bank can loan out £M x (1-r). This is deposited in another bank account and the process repeats itself until the final amount of money in circulation if £M/r. From this perspective, deposits create loans.

MONEY SUPPLY
The total amount of money in the economy. There is no consensus as to how to exactly measure this, and can officially be defined at different levels, M0-M4 (see Chapter 6).

PONZI FINANCE
Fraudulent investment based on debt-financing which requires increasing levels of debt to make (interest) payments because one’s incoming cash flows are less than these requirements. In terms of a loan, neither the interest nor the principal can be paid without new debt.

PRINCIPAL
The amount borrowed or the amount still owed on a loan, separate from interest.

RESERVES
Central bank reserves or vault cash – cash held by commercial banks in their vaults.
RESERVE RATIO
Required fraction of a commercial bank’s liabilities it is required to hold in the form of central bank reserves in order to ensure the payment system functions smoothly.

SEIGNIORAGE
The difference between the face value of money, and the cost of its production.

SPECULATIVE FINANCE
Debt-financing of an investment, where the debt can be serviced (interest payments made) with current income but the principal cannot be repaid in this manner.

VELOCITY
The velocity of money, or circulation, is the frequency with which a certain amount of money is used in a specific time period (usually a year). This differentiates between the stock of money, and the resulting flow. For example, if a real stock of money of £100 is spent by a tourist on a hotel, which uses it to pay its maids £50, who use it to buy food from a farmer for £40, who pays his workers £30, all in the time span of a year, the total income flow is £100 + 50 + 40 + 30 = £220/year and thus the velocity of money equals £220 / 100 = 2.2 per year.

YIELD CURVE
A line that plots the interest rates, at a set point in time, of bonds having equal credit quality, but differing maturity dates. The most frequently reported yield curve compares the three-month, two-year, five-year and 30-year U.S. Treasury debt. This yield curve is used as a benchmark for other debt in the market, such as mortgage rates or bank lending rates. The curve is also used to predict changes in economic output and growth.
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